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Ithough many millions of dollars are spent

each year on introductory economics instruc-

tion in American colleges and universities, the
return on this investment has been disturbingly low.
Studies have shown, for example, that several months
after having taken a principles of economics course,
former students are no better able to answer simple
economic questions than others who never even took
the course. Most students, it seems, leave our introduc-
tory courses without having learned even the most im-
portant basic economic principles.

The problem, in our view, is that these courses al-
most always try to teach students far too much. In the
process, really important ideas get little more coverage
than minor ones, and everything ends up going by in a
blur. Many instructors ask themselves, “How much can
I cover today?” when instead they should be asking,
“How much can my students absorb?”

Our textbook grew out of our conviction that stu-
dents will learn far more if we attempt to cover much less,
and this Brief Edition only further supports our goal. Our
basic premise is that a small number of basic principles do
most of the heavy lifting in economics, and that if we fo-
cus narrowly and repeatedly on those principles, students
can actually master them in just a single semester.

The enthusiastic reactions of users of the full princi-
ples books we author affirm the validity of this premise.
We have constructed Principles of Macroeconomics, Brief
Edition to support a concise approach to teaching eco-
nomics by focusing on the most essential information.
Avoiding excessive reliance on formal mathematical der-
ivations, we present concepts intuitively through exam-
ples drawn from familiar contexts. We rely throughout
on a well-articulated list of seven core principles, which
we reinforce repeatedly by illustrating and applying each
principle in numerous contexts. We ask students periodi-
cally to apply these principles themselves to answer re-
lated questions, exercises, and problems.

Throughout this process, we encourage students to
become “economic naturalists,” people who employ ba-
sic economic principles to understand and explain what
they observe in the world around them. An economic
naturalist understands, for example, that infant safety
seats are required in cars but not in airplanes because the
marginal cost of space to accommodate these seats is
typically zero in cars but often hundreds of dollars in
airplanes. Scores of such examples are sprinkled through-
out the book. Each one, we believe, poses a question that
should make any curious person eager to learn the

X

answer. These examples stimulate interest while teaching
students to see each feature of their economic landscape
as the reflection of one or more of the core principles.
Students talk about these examples with their friends
and families. Learning economics is like learning a lan-
guage. In each case, there is no substitute for actually
speaking. By inducing students to speak economics, the
economic naturalist examples serve this purpose.

For those who would like to learn more about the role
of examples in learning economics, Bob Frank’s lecture
on this topic is posted on YouTube’s “Authors @ Google”
series (www.youtube.com/watch?v=QalNVxelKEE or
search “Authors @ Google Robert Frank”).

KEY THEMES AND FEATURES

An Emphasis on Seven Core Principles

As noted, a few core principles do most of the work in
economics. By focusing almost exclusively on these
principles, the text assures that students leave the course
with a deep mastery of them. In contrast, traditional
encyclopedic texts so overwhelm students with detail
that they often leave the course with little useful work-
ing knowledge at all.

m The Scarcity Principle: Having more of one good
thing usually means having less of another.

m The Cost-Benefit Principle: Take no action unless
its marginal benefit is at least as great as its mar-
ginal cost.

m The Incentive Principle: Cost-benefit comparisons
are relevant not only for identifying the decisions
that rational people should make, but also for pre-
dicting the actual decisions they do make.

m The Principle of Comparative Advantage: Everyone
does best when each concentrates on the activity
for which he or she is relatively most productive.

m The Principle of Increasing Opportunity Cost: Use
the resources with the lowest opportunity cost be-
fore turning to those with higher opportunity costs.

m The Efficiency Principle: Efficiency is an important
social goal because when the economic pie grows
larger, everyone can have a larger slice.

m The Equilibrium Principle: A market in equilibrium
leaves no unexploited opportunities for individuals
but may not exploit all gains achievable through
collective action.



Economic Naturalism

Our ultimate goal is to produce economic naturalists—
people who see each human action as the result of an
implicit or explicit cost-benefit calculation. The economic
naturalist sees mundane details of ordinary existence in a
new light and becomes actively engaged in the attempt to
understand them. Some representative examples:

m Why has investment in computers increased so
much in recent decades?

m Why does news of inflation hurt the stock market?

m Why do almost all countries provide free public
education?

Active Learning Stressed

The only way to learn to hit an overhead smash in ten-
nis is through repeated practice. The same is true for
learning economics. Accordingly, we consistently intro-
duce new ideas in the context of simple examples and
then follow them with applications showing how they
work in familiar settings. At frequent intervals, we pose
concept checks that both test and reinforce the under-
standing of these ideas. The end-of-chapter questions
and problems are carefully crafted to help students in-
ternalize and extend core concepts. Experience with
earlier editions confirms that this approach really does
prepare students to apply basic economic principles to
solve economic puzzles drawn from the real world.

Modern Macroeconomics

The severe economic downturn that began in 2008 has
renewed interest in cyclical fluctuations without chal-
lenging the importance of such long-run issues as
growth, productivity, the evolution of real wages, and
capital formation. Our treatment of these issues is or-
ganized as follows:

m This book places a heavy emphasis on globaliza-
tion, starting with an analysis of its effects on real
wage inequality and progressing to such issues as
the benefits of trade, the causes and effects of
protectionism, the role of capital flows in domestic
capital formation, and the links between exchange
rates and monetary policy.

ORGANIZATION OF THE BRIEF
SECOND EDITION

m Flexible, modular presentation: Part 2, “Macroeco-
nomics: Data and Issues,” is a self-contained group
of chapters that covers measurement issues. This
allows instructors to proceed to either the long run
(Part 3, “The Economy in the Long Run”) or the

short run (Part 4, “The Economy in the Short Run)
first with no loss of continuity.

m Thorough discussion of labor markets: Labor market
trends in employment, wages, and unemployment are
covered together in Chapter 6 to help students fully
understand the connections between all three topics.

m Strong connection drawn between financial mar-
kets and money: Chapter 9 brings together infor-
mation on financial intermediaries, bond and stock
markets, and money so that students can make the
connections among stock markets, bond markets,
commercial banks, and money.

m Clear discussion of output gaps and Okun’s Law:
The formulas for the output gap and Okun’s Law
are now written out explicitly to help students
apply these concepts to real-world data.

m The simple Keynesian model: We present the simple
Keynesian model through examples that are devel-
oped both graphically and numerically.

m Monetary Policy coverage organization: The institu-
tional details of the Federal Reserve are discussed at
the beginning of Chapter 12, followed by the effects
of Federal Reserve policy on planned aggregate ex-
penditure. The money market is also discussed, but
instructors who wish to skip this material can easily
do so. In addition, the effects of monetary policy are
summarized using logic chains that students can
easily understand.

m The presentation of Aggregate Demand and Aggre-
gate Supply: Chapter 13 has been completely re-
written. The model is now the standard AD/AS
model with the price level on the vertical axis. A
coherent, intuitive derivation of the AD curve and
AS curve is also presented.

m Flexible coverage of international economics: Chapter
14 is a self-contained discussion of exchange rates
that can be used whenever an instructor thinks it best
to introduce this important subject. This chapter also
integrates the discussion of trade and capital flows so
that students see that the balance of trade and net
capital inflows are two sides of the same issue.

CHANGES IN THE BRIEF
SECOND EDITION

Changes Common to all Chapters

In all chapters, the narrative has been tightened and
shortened slightly. Many of the examples have been up-
dated, with a focus on examples that connect to current
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events such as the financial crisis of 2008 and the
Great Recession of 2007-2009. The illustrations that
accompany the economic naturalist examples have
been enlarged significantly. A majority of the appendi-
ces have been removed. Data has been updated
throughout.

Chapter-by-Chapter Changes

m Chapters 1-3: Content and data updates have been
made as needed.

m Chapter 4: The Economic Naturalist 4.1 example
was removed to help keep focus on the basic defini-
tion of GDP. Box 4.1 (chain weighting) was deleted
to simplify the presentation of real GDP.

m Chapter 5: A new Economic Naturalist example on
core inflation, an increasingly popular concept that is
commonly discussed in the media, has been added.

m Chapter 6: The discussion of European unemploy-
ment has been removed. Improved and timely cov-
erage on the duration of unemployment is featured,
as unemployment durations have risen sharply in
the current recession.

m Chapter 7: Box 7.1 (production functions) has been
removed to keep presentation of growth determi-
nants verbal and intuitive. This chapter has been
rearranged so that the costs of economic growth
and possible limits to growth are discussed together
as there is much overlap (e.g., pollution is both a
cost of economic growth and a potential limit to
growth.)

m Chapter 8: The connections between saving, capi-
tal gains/losses and wealth have been tightened.
This is important because capital gains/losses due
to rising and falling house prices were an impor-
tant determinant of both household saving (caus-
ing it to fall when house prices rose and rise when
they declined) and wealth.

m Chapter 9: A section on hyperinflations and their
connection to the quantity theory of money has
been added. Box 9.1 on percentage changes was
deleted; this keeps the quantity theory of money at
an intuitive level.

m Chapter 10: The entire chapter is now focused on
recent (2001 and 2007-2009) recessions. The term
“business cycle” is now an important part of the
chapter. This makes it possible to relate the output
gap, cyclical unemployment, and Okun’s law to
the common question, “how do we measure busi-
ness cycles?” Graphs that show potential output

and the output gap have been added to supply
concrete examples. The formulas for calculating
the output gap and Okun’s Law are written out
explicitly. In earlier editions, students had to figure
them out from the context, sowing confusion
about the concept.

m Chapter 11: This chapter is now entitled Spending,
Output and Fiscal Policy. Examples focus on recent
(2001 and 2007-2009) recessions so students can
make connections between abstract concepts and
current events. Box 11.1 (on J.M. Keynes) has been
removed, while Box 11.2 (Key assumption of the
Keynesian model) has been integrated into the text.
New material has been written that places fiscal pol-
icy in the larger context of stabilization policy to
help provide clarity in distinguishing among mone-
tary policy, fiscal policy, and stabilization policy.

m Chapter 12: This chapter is now entitled Monetary
Policy and the Federal Reserve. The discussion of
monetary policy rules has been removed. A discussion
of new Fed policy, payment of interest on reserves,
has been added. This tool has been identified by Ben
Bernanke as crucial to keeping inflation in check.

m Chapter 13: This chapter has been completely re-
written and is now entitled Aggregate Demand, Ag-
gregate Supply, and Stabilization Policy. The model
is now the standard AD/AS model with the price
level on the vertical axis. Concepts learned in Chap-
ters 11 and 12 are used provide a coherent, intuitive
derivation of the AD curve. Assumptions and ex-
amples regarding the price-setting behavior of firms
that are used throughout Chapters 10-12 are the
basis for the AS curve. AD/AS analysis is focused
on the causes of business cycles and how fiscal and
monetary policy can be used to deal with them. Ap-
plications of fiscal and monetary policy during the
2007-20009 recession are integrated throughout the
chapter so general concepts can be connected with
current events.

m Chapter 14: The discussion of fixed exchange rates
has been eliminated.

ORGANIZED LEARNING INTHE BRIEF
SECOND EDITION

Chapter Learning Objectives

Students and professors can be confident that the orga-
nization of each chapter surrounds common themes
outlined by five to seven learning objectives listed on
the first page of each chapter. These objectives, along
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with AASCB and Bloom’s Taxonomy Learning Catego-
ries, are connected to all Test Bank questions and end-
of-chapter material to offer a comprehensive, thorough
teaching and learning experience.

Assurance of Learning Ready

Many educational institutions today are focused on the
notion of assurance of learning, an important element
of some accreditation standards. Principles of Macro-
economics, Brief Edition, 2/e is designed specifically to
support your assurance of learning initiatives with a
simple, yet powerful, solution.

You can use our test bank software, EZTest, to
easily query for Learning Objectives that directly re-
late to the objectives for your course. You can then
use the reporting features of EZTest to aggregate stu-
dent results in a similar fashion, making the collec-
tion and presentation of assurance of learning data
simple and easy.

AACSB Statement

The McGraw-Hill Companies is a proud corporate
member of AACSB International. Recognizing the
importance and value of AACSB accreditation, the
authors of Principles of Macroeconomics, Brief
Edition, 2/e have sought to recognize the curricula
guidelines detailed in AACSB standards for business
accreditation by connecting questions in the test
bank and end-of-chapter material to the general
knowledge and skill guidelines found in the AACSB
standards. It is important to note that the statements
contained in Principles of Macroeconomics, Brief
Edition, 2/e are provided only as a guide for the users
of this text.

A NOTE ONTHE WRITING OF
THIS EDITION

Ben Bernanke was sworn in on February 1, 2006, as
Chairman and a member of the Board of Governors of
the Federal Reserve System, a position to which he was
reappointed in January 2010. From June 2005 until
January 2006, he served as chairman of the President’s
Council of Economic Advisers. These positions have al-
lowed him to play an active role in making U.S. eco-
nomic policy, but the rules of government service have
restricted his ability to participate in the preparation of
the Brief Editions.

Fortunately, we were able to enlist the aid of Louis
D. Johnston of the College of Saint Benedict | Saint
John’s University to take the lead in creating the macro

portion of the Brief Edition, 2/e. Ben Bernanke and
Robert Frank express their deep gratitude to Louis for
the energy and creativity he has brought to his work
on the book. He has created a great tool for students
and professors.
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PEDAGOGICAL

FEATURES

CHAPTER OPENER

Each chapter begins with a brief nar-
rative of a realistic scenario illustrat-
ing the concepts to be learned in the
upcoming chapter.

CHAPTER

LEARNING OBJECTIVES

Approximately five to seven learning
objectives are presented at the begin-
ning of each chapter and are referenced
again in the summary, among the end
of chapter review questions, and prob-
lems to which they relate. The Learning

Comparative Advantage

LEARNING OBJECTIVES

After reading this chapter, !
uring a stint as a Peace Corps volunteer in rural Nepal, a young eco- yoisheRldibeRbleic:
nomic naturalist employed a cook named Birkhaman, who came from 18

a remote Himalayan village in neighboring Bhutan. Although

Explain and apply the

Objectives (LO) serve as a quick intro-
duction to the material and concepts to
be mastered before moving to the next
chapter.

Birkhaman had virtually no formal education, he was spectacularly resourceful.
His primary duties, to prepare food and maintain the kitchen, he performed
extremely well. But he also had other skills. He could thatch a roof, butcher a
goat, and repair shoes. An able tinsmith and a good carpenter, he could sew and
fix a broken alarm clock, as well as plaster walls. And he was a local authority
on home remedies.

Birkhaman’s range of skills was broad even in Nepal, where the least-skilled
villager could perform a wide range of services that most Americans hire others
to perform. Why this difference in skills and employment?

One might be tempted to answer that the Nepalese are simply too poor to
hire others to perform these services. Nepal is indeed a poor country, whose in-
come per person is less than one one-fortieth that of the United States. Few
Nepalese have spare cash to spend on outside services. But as reasonable as this
poverty explanation may seem, the reverse is actually the case. The Nepalese do
not perform their own services because they are poor; rather, they are poor
largely because they perform their own services.

average cost the total cost of
undertaking n units of an activity
divided by n

average benefit the total
benefit of undertaking n units
of an activity divided by n

CONCEPT CHECKS

To discover whether the advice makes economic sense, we must compare the
marginal cost of a launch to its marginal benefit. The professor’s estimates, how-
ever, tell us only the average cost and average benefit of the program. These are,
respectively, the total cost of the program divided by the number of launches and
the total benefit divided by the number of launches. Knowing the average benefit
and average cost per launch for all shuttles launched thus far is simply not useful
for deciding whether to expand the program. Of course, the average cost of the
launches undertaken so far might be the same as the cost of adding another launch.
But it also might be either higher or lower than the marginal cost of a launch. The
same holds true regarding average and marginal benefits.

principle of comparative
advantage.

Explain and apply the
principle of increasing
opportunity cost (also
called the low-hanging
fruit principle).

Identify factors that shift
the menu of production
possibilities.

Explain and apply the
role of comparative
advantage in interna-
tional trade.

KEY TERMS

Key terms are indicated in bold
and defined in the margin the
first time each term is used.
They are also listed among the
end of chapter material. A glos-
sary is available at the back of
the book for quick reference.

CONCEPT CHECK 1.5

Should a basketball team’s best player take all the team’s shots?

These self-test questions in the body of the chap-
ter enable students to determine whether the
preceding material has been understood and
reinforce understanding before reading further.
Detailed Answers to Concept Checks are found
at the end of each chapter.

A professional basketball team has a new assistant coach.The assistant notices that
one player scores on a higher percentage of his shots than other players. Based on this
information, the assistant suggests to the head coach that the star player should take all
the shots. That way, the assistant reasons, the team will score more points and win
more games.

On hearing this suggestion, the head coach fires his assistant for incompetence.
What was wrong with the assistant’s idea?
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SEVEN CORE PRINCIPLES
REFERENCES

There are seven core principles that
this text focuses on almost exclu-
sively to ensure student mastery.
Throughout the text, these princi-
ples are called-out and are denoted
by an icon in the margin. Again, the

seven core principles are: scarcity,
cost-benefit, incentive, comparative

Increasing
Opportunity Cost

advantage, increasing opportunity
cost, efficiency, and equilibrium.

willing to sell additional slices as long as the price they receive is sufficient to cover
their opportunity cost of supplying them. Thus, if what someone could earn by sell-
ing a slice of pizza is insufficient to compensate her for what she could have earned
if she had spent her time and invested her money in some other way, she will not
sell that slice. Otherwise, she will.

Just as buyers differ with respect to the amounts they are willing to pay for
pizza, sellers also differ with respect to their opportunity cost of supplying pizza.
For those with limited education and work experience, the opportunity cost of sell-
ing pizza is relatively low (because such individuals typically do not have a lot of
high-paying alternatives). For others, the opportunity cost of selling pizza is of
moderate value, and for still others—like rock stars and professional athletes—it is
prohibitively high. In part because of these differences in opportunity cost among
people, the daily supply curve of pizza will be upward-sloping with respect to price.
As an illustration, see Figure 3.2, which shows a hypothetical supply curve for
pizza in the Chicago market on a given day.

The fact that the supply curve slopes upward may be seen as a consequence of
the Low-Hanging-Fruit Principle, discussed in the preceding chapter. This principle

The Economic Naturalist 1.1
Why do many hardware manufacturers include more than $1,000 worth of “free”
software with a computer selling for only slightly more than that?

The software industry is different from many others in the sense that its customers care
a great deal about product compatibility. VWWhen you and your classmates are working on
a project together, for example, your task will be much simpler if you all use the same
word-processing program. Likewise, an executive’s life will be easier at tax time if her
financial software is the same as her accountant’s.

The implication is that the benefit of owning and using any given software program
increases with the number of other people who use that same product. This unusual
relationship gives the producers of the most popular programs an enormous advantage
and often makes it hard for new programs to break into the market.

ECONOMIC NATURALIST
EXAMPLES

Each Economic Naturalist example
starts with a question to spark inter-
est in learning an answer. These ex-
amples fuel interest while teaching
students to see each feature of their
economic landscape as the reflection
of one or more of the core principles.

NUMBERED EXAMPLES

Throughout the text, numbered and titled
examples are referenced and called-out to
further illustrate concepts. Using engaging
questions and examples from everyday life
to apply economic concepts, the ultimate
goal is to see that each human action is a
result of an implicit or explicit cost-benefit
calculation.

EXAMPLE 2.5 Specialization

How costly is failure to specialize?

Suppose that in the preceding example Susan and Tom had divided their time so
that each person’s output consisted of half nuts and half coffee. How much of each
good would Tom and Susan have been able to consume? How much could they
have consumed if each had specialized in the activity for which he or she enjoyed a
comparative advantage?

Since Tom can produce twice as many pounds of nuts in an hour as pounds of
coffee, to produce equal quantities of each, he must spend 2 hours picking coffee
for every hour he devotes to gathering nuts. And since he works a 6-hour day, that
means spending 2 hours gathering nuts and 4 hours picking coffee. Dividing his
time in this way, he will end up with 8 pounds of coffee per day and 8 pounds of

RECAP MARKET EQUILIBRIUM

RECAP

called the equilibrium price and the equilibrium quantity.

continues until equilibrium is reached.

Market equilibrium, the situation in which all buyers and sellers are satisfied
with their respective quantities at the market price, occurs at the intersection
of the supply and demand curves. The corresponding price and quantity are

Unless prevented by regulation, prices and quantities are driven toward
their equilibrium values by the actions of buyers and sellers. If the price is ini-
tially too high, so that there is excess supply, frustrated sellers will cut their
price in order to sell more. If the price is initially too low, so that there is ex-
cess demand, competition among buyers drives the price upward. This process

Sprinkled throughout each
chapter are Recap boxes
that underscore and sum-
marize the importance of
the preceding material and
key concept takeaways.







END OF CHAPTER

FEATURES

SUMMARY

Each chapter ends with a
summary that reviews the
key points and learning ob-
jectives to provide closure to
the chapter.

= SUMMARY =

e Eighteenth-century economists tried to explain differ-
ences in the prices of goods by focusing on differ-
ences in their cost of production. But this approach
cannot explain why a conveniently located house
sells for more than one that is less conveniently lo-
cated. Early nineteenth-century economists tried to
explain price differences by focusing on differences in
what buyers were willing to pay. But this approach
cannot explain why the price of a lifesaving appen-
dectomy is less than that of a surgical facelift. (LO3)

Alfred Marshall’s model of supply and demand ex-
plains why neither cost of production nor value to
the purchaser (as measured by willingness to pay) is,
by itself, sufficient to explain why some goods are
cheap and others are expensive. To explain variations
in price, we must examine the interaction of cost and
willingness to pay. As we’ve seen in this chapter,
goods differ in price because of differences in their
respective supply and demand curves. (LO3)

For example, we often lament the fact many buyers
enter the market with too little income to buy even
the most basic goods and services. Concern for the
well-being of the poor has motivated many govern-
ments to intervene in a variety of ways to alter the
outcomes of market forces. Sometimes these inter-
ventions take the form of laws that peg prices below
their equilibrium levels. Such laws almost invariably
generate harmful, if unintended, consequences. Pro-
grams like rent-control laws, for example, lead to
severe housing shortages, black marketeering, and a
rapid deterioration of the relationship between land-
lords and tenants. (LOS)

If the difficulty is that the poor have too little money,
the best solution is to discover ways of boosting their
incomes directly. The law of supply and demand can-
not be repealed by the legislature. But legislatures do
have the capacity to alter the underlying forces that
govern the shape and position of supply and demand
schedules. (LOS

= REVIEW QUESTIONS =

REVIEW QUESTIONS

1. Explain what “having a comparative advantage” at
producing a particular good or service means. What
does “having an absolute advantage” at producing

a good or service mean? (LO1)

2. How will a reduction in the number of hours
worked each day affect an economy’s production

possibilities curve? (LO3)

poor? (LO1)

and popular music? (LO3)

3. How will technological innovations that boost
labor productivity affect an economy’s production

possibilities curve? (LO3)

4. Why does saying that people are poor because they
do not specialize make more sense than saying that
people perform their own services because they are

5. What factors have helped the United States to be-
come the world’s leading exporter of movies, books,

AND PROBLEMS

Approximately five review
questions appear at the end of
each chapter to test under-
standing of the logic behind
economic concepts. The prob-
lems are crafted to help stu-
dents internalize and extend
core concepts. Learning objec-

= PROBLEMS =

tives are also referenced at the

1. Ted can wax 4 cars per day or wash 12 cars. Tom can wax 3 cars per day or
wash 6. What is each man’s opportunity cost of washing a car? Who has a

comparative advantage in washing cars? (LO1)

2. Ted can wax a car in 20 minutes or wash a car in 60 minutes. Tom can wax a car
in 15 minutes or wash a car in 30 minutes. What is each man’s opportunity cost
of washing a car? Who has a comparative advantage in washing cars? (LO1)

3. Toby can produce 5 gallons of apple cider or 2.5 ounces of feta cheese per hour.
Kyle can produce 3 gallons of apple cider or 1.5 ounces of feta cheese per hour.
Can Toby and Kyle benefit from specialization and trade? Explain. (LO1)

4. Nancy and Bill are auto mechanics. Nancy takes 4 hours to replace a clutch
and 2 hours to replace a set of brakes. Bill takes 6 hours to replace a clutch and
2 hours to replace a set of brakes. State whether anyone has an absolute
advantage at either task and, for each task, identify who has a comparative

advantage. (LO1)

B’ connect

|EcoNOMICS

end of each question and prob-
lem to reiterate the particular
goal that is being examined.
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SUPPLEMENTS FORTHE INSTRUCTOR

The following ancillaries are available for quick down-
load and convenient access via the textbook’s Web site
at www.mhhe.com/fbbrief2e and are password pro-
tected for security.

Instructor’s Manual

Prepared by Per Norander of Missouri State University,
this expanded manual features general topics such as
Using the Web Site, Economic Education Resources,
and Innovative Ideas. Additionally, each chapter will
also include: an Overview, Concepts Students Should
Master, Teaching Tips/Student Stumbling Blocks, Addi-
tional Economic Naturalist Examples, In-Class and
Web Activities, an Annotated Chapter Outline, and An-
swers to Textbook Problems.

Test Bank

Prepared by Paul Fisher of Henry Ford Community
College, this manual contains nearly 2,000 questions
categorized by chapter learning objectives, AACSB
learning categories, Bloom’s Taxonomy objectives, and
level of difficulty.

Computerized Test Bank

McGraw-Hill’s EZ Test is a flexible and easy-to-use
electronic testing program. The program allows you to
create tests from book-specific items. It accommodates
a wide range of question types and you can add your
own questions. Multiple versions of the test can be cre-
ated and any test can be exported for use with course
management systems such as WebCT, BlackBoard or
Page Out. EZ Test Online is a new service and gives
you a place to easily administer your EZ Test-created
exams and quizzes online. The program is available for
Windows and Macintosh environmnents.

PowerPoints

Prepared by Nora Underwood of the University of Cen-
tral Florida, these slides contain a detailed, chapter-by-
chapter review of the important ideas presented in the
textbook, accompanied by animated graphs and slide
notes. You can edit, print, or rearrange the slides to fit
the needs of your course.

XX

SUPPLEMENTS FORTHE STUDENT

Online Learning Center
www.mhhe.com/fbbrief2e

For students there are such useful features as the Glos-
sary from the textbook, Graphing Exercises, a set of
study PowerPoints, and practice quizzes.

Premium Content

The Online Learning Center now offers students the
opportunity to purchase premium content. Like an elec-
tronic study guide, the OLC Premium Content enables
students to take self-grading quizzes for each chapter as
well as to download Paul Solman videos—all accessible
through the student’s MP3 device.

PACKAGING OPTIONS
McGraw-Hill Connect™ Economics

Less Managing. More Teaching. Greater Learning.

@ Colmect McGraw-Hill Connect™ Eco-

nomics is an online assignment

|[ECONOMICS 1 q assessment solution that

connects students with the tools and resources they’ll

need to achieve success.

McGraw-Hill Connect™ Economics helps prepare

students for their future by enabling faster learning, more
efficient studying, and higher retention of knowledge.

McGraw-Hill Connect™ Economics features
% Comect Connect™ Economics offers a
number of powerful tools and
|[ECONOMICS ¢+ tures to make managing as-

gimng

signments easier, so faculty can spend more time teach-
ing. With Connect™ Economics, students can engage
with their coursework anytime and anywhere, making
the learning process more accessible and efficient. Con-
nect™ Economics offers the features as described here.

Simple Assignment Management

With Connect™ Economics, creating assignments is
easier than ever, so you can spend more time teaching
and less time managing. The assignment management
function enables you to:

m Create and deliver assignments easily with select-
able end-of-chapter questions and test bank
items.



m Streamline lesson planning, student progress re-
porting, and assignment grading to make classroom
management more efficient than ever.

m Go paperless with the eBook and online submis-
sion and grading of student assignments.

Smart Grading

When it comes to studying, time is precious. Connect™
Economics helps students learn more efficiently by
providing feedback and practice material when they
need it, where they need it. When it comes to teaching,
your time also is precious. The grading function enables
you to:

m Have assignments scored automatically, giving stu-
dents immediate feedback on their work and side-
by-side comparisons with correct answers.

m Access and review each response; manually change
grades or leave comments for students to review.

m Reinforce classroom concepts with practice tests
and instant quizzes.

Instructor Library

m The Connect™ Economics Instructor Library is
your repository for additional resources to improve
student engagement in and out of class. You can
select and use any asset that enhances your lecture.

Student Study Center

m The Connect™ Economics Student Study Center is
the place for students to access additional resources.
The Student Study Center:

m Offers students quick access to lectures, practice
materials, eBooks, and more.

m Provides instant practice material and study ques-
tions, easily accessible on the go.

m Gives students access to the Self-Quiz and Study
described below.

Self-Quiz and Study

The Self-Quiz and Study (SQS) connects each student
to the learning resources needed for success in the
course. For each chapter, students:

m Take a practice test to initiate the Self-Quiz and
Study.

m Immediately upon completing the practice test, see
how their performance compares to chapter learning

objectives to be achieved within each section of the
chapters.

m Receive a Study Plan that recommends specific read-
ings from the text, supplemental study material, and
practice work that will improve their understanding
and mastery of each learning objective.

Student Progress Tracking

Connect™ Economics keeps instructors informed
about how each student, section, and class is perform-
ing, allowing for more productive use of lecture and
office hours. The progress-tracking function enables
you to:

m View scored work immediately and track individ-
ual or group performance with assignment and
grade reports.

m Access an instant view of student or class perfor-
mance relative to learning objectives.

m Collect data and generate reports required by many
accreditation organizations, such as AACSB.

Lecture Capture

Increase the attention paid to lecture discussion by de-
creasing the attention paid to note taking. For an addi-
tional charge Lecture Capture offers new ways for
students to focus on the in-class discussion, knowing
they can revisit important topics later. Lecture Capture
enables you to:

m Record and distribute your lecture with a click of a
button.

m Record and index PowerPoint presentations and
anything shown on your computer so it is easily
searchable, frame by frame.

m Offer access to lectures anytime and anywhere by
computer, iPod, or mobile device.

m Increase intent listening and class participation by
easing students’ concerns about note-taking. Lec-
ture Capture will make it more likely you will see
students’ faces, not the tops of their heads.

McGraw-Hill Connect™ Plus Economics
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vents the textbook
learning experience
for the modern student with Connect™ Plus Econom-
ics. A seamless integration of an eBook and Connect™



Economics, Connect™ Plus Economics provides all of the
Connect™ Economics features plus the following:

m An integrated eBook, allowing for anytime, any-
where access to the textbook.

m Dynamic links between the problems or questions
you assign to your students and the location in the
eBook where that problem or question is covered.

m A powerful search function to pinpoint and con-
nect key concepts in a snap.

In short, Connect™ Economics offers you and your
students powerful tools and features that optimize your
time and energies, enabling you to focus on course con-
tent, teaching, and student learning. Connect™ Econom-
ics also offers a wealth of content resources for both
instructors and students. This state-of-the-art, thor-
oughly tested system supports you in preparing students
for the world that awaits.

For more information about Connect™, please visit
www.mcgrawhillconnect.com, or contact your local
McGraw-Hill sales representative.

Tegrity Campus: Lectures 24/7
. Tegrity Campus is
%Geg flty COMPUS aservice that makes
class time available
24/7 by automatically capturing every lecture in a
searchable format for students to review when they
study and complete assignments. With a simple one-
click start-and-stop process, you capture all computer
screens and corresponding audio. Students can replay
any part of any class with easy-to-use browser-based
viewing on a PC or Mac.

Educators know that the more students can see,
hear, and experience class resources, the better they
learn. In fact, studies prove it. With Tegrity Campus,
students quickly recall key moments by using Tegrity
Campus’s unique search feature. This search helps stu-
dents efficiently find what they need, when they need it,
across an entire semester of class recordings. Help turn

all your students’ study time into learning moments im-
mediately supported by your lecture.

To learn more about Tegrity watch a 2-minute Flash
demo at http://tegritycampus.mhhe.com.

McGraw-Hill Customer Care
Contact Information

At McGraw-Hill, we understand that getting the most
from new technology can be challenging. That’s why
our services don’t stop after you purchase our products.
You can e-mail our Product Specialists 24 hours a day
to get product-training online. Or you can search our
knowledge bank of Frequently Asked Questions on our
support website. For Customer Support, call 800-331-
5094, e-mail hmsupport@mecgraw-hill.com, or visit
www.mhhe.com/support. One of our Technical Support
Analysts will be able to assist you in a timely fashion.

CourseSmart
CourseSmart is a new
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and review eText-
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option for students
who are interested in accessing their course materials
digitally. CourseSmart offers thousands of the most
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SEVEN CORE

PRINCIPLES

CORE PRINCIPLE |

The Scarcity Principle (also called “The No-Free-Lunch
Principle’’)

Although we have boundless needs and wants, the resources available to us are | Scarcity (3
limited. So having more of one good thing usually means having less of another.

CORE PRINCIPLE 2

The Cost-Benefit Principle

An individual (or a firm or a society) should take an action if, and only if, the )
X . . Cost-Benefit (

extra benefits from taking the action are at least as great as the extra costs.

CORE PRINCIPLE 3

The Incentive Principle

A person (or a firm or a society) is more likely to take an action if the benefit rises Incentive (:)
and less likely to take it if the cost rises.

CORE PRINCIPLE 4

The Principle of Comparative Advantage

Everyone does best when each person (or each country) concentrates on the Comparative Advantage (3
activities for which his or her opportunity cost is lowest.

CORE PRINCIPLE 5§
The Principle of Increasing Opportunity Cost (also called
“The Low-Hanging-Fruit Principle”)

In expanding the production of any good, first employ those resources with the -
lowest opportunity cost, and only afterward turn to resources with higher Increasing O
. Opportunity Cost

opportunity costs.

CORE PRINCIPLE 6
The Efficiency Principle

Efficiency is an important social goal because when the economic pie grows Efficiency ( >
larger, everyone can have a larger slice.

CORE PRINCIPLE 7

The Equilibrium Principle (also called “The No-Cash-on-
the-Table Principle®’)

A market in equilibrium leaves no unexploited opportunities for individuals but | Equilibrium (3
may not exploit all gains achievable through collective action.

xxxi
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1.1 Why do many hardware manufacturers include more than
$1,000 of “free” software with a computer selling for only
slightly more than that?

1.2 Why don’t auto manufacturers make cars without heaters?

1.3 Why do the keypad buttons on drive-up automatic teller
machines have Braille dots?

2.1 Where have all the .400 hitters gone?

2.2 How did the U.S. lose its lead in world production of TVs
and other electronics?

2.3 If trade between nations is so beneficial, why are free-
trade agreements so controversial?

2.4 |s PBS economics reporter Paul Solman’s job a likely
candidate for outsourcing?

3.1 Who gets the most conveniently located apartments?

3.2 Why do major term papers go through so many more
revisions today than in the 1970s?

3.3 Why do the prices of some goods, like airline tickets to
Europe, go up during the months of heaviest consump-
tion, while others, like sweet corn, go down?

XXXii

EXAMPLES

4.1 Can nominal and real GDP ever move in different
directions?
4.2 Why do people work fewer hours today than their great-
grandparents did?
4.3 Why do far fewer children complete high school in poor
countries than in rich countries?
5.1 What is core inflation?
7.1 Why did medieval China stagnate economically?
7.2 Why do almost all countries provide free public education?
8.1 Why has investment in computers increased so much in
recent decades?
9.1 Why did the U.S. stock market rise sharply in the 1990s,
then fall in the new millennium?
10.1 Why did the Coca-Cola Company test a vending machine
that “knows” when the weather is hot?
12.1 Why does news of inflation hurt the stock market?
12.2 Why does the average Argentine hold more U.S. dollars
than the average U.S. citizen?



PART

INTRODUCTION

As you begin the study of economics, perhaps the most important
thing to realize is that economics is not a collection of settled facts,
to be copied down and memorized. Mark Twain said that nothing
is older than yesterday’s newspaper, and the same can be said of
yesterday’s economic statistics. Indeed, the only prediction about
the economy that can be made with confidence is that there will
continue to be large, and largely unpredictable, changes.

If economics is not a set of durable facts, then what is it? Funda-
mentally, it is a way of thinking about the world. Over many years
economists have developed some simple but widely applicable prin-
ciples that are useful for understanding almost any economic situa-
tion, from the relatively simple economic decisions that individuals
make every day to the workings of highly complex markets such as
international financial markets. The principal objective of this book,
and of this course, is to help you learn these principles and how to
apply them to a variety of economic questions and issues.

The three chapters in Part | lay out the Core Principles that will
be used throughout the book. All seven Core Principles are listed
among the Preface and on the back of the book for easy reference.

Chapter | introduces and illustrates three Core Principles, the
first of which is the Scarcity Principle—the unavoidable fact that, al-
though our needs and wants are boundless, the resources available
to satisfy them are limited. The chapter goes on to show that the
Cost-Benefit Principle, deciding whether to take an action by com-
paring the cost and benefit of the action, is a useful approach for
dealing with the inevitable trade-offs that scarcity creates. After dis-
cussing several important decision pitfalls, the chapter concludes
by describing the Incentive Principle and introducing the concept of
economic naturalism.

Chapter 2 goes beyond individual decision making to consider
trade among both individuals and countries. An important reason
for trade is the Principle of Comparative Advantage: by specializing
in the production of particular goods and services, people and
countries enhance their productivity and raise standards of living.
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Further, people and countries expand their production of the goods or services by
applying the Principle of Increasing Opportunity Cost—first employing those resources
with the lowest opportunity cost and only afterward turning to resources with higher
opportunity costs.

Chapter 3 presents an overview of the concepts of supply and demand, perhaps the
most basic and familiar tools used by economists. These tools are used to show the
final two Core Principles: the Efficiency Principle (efficiency is an important social goal
because when the economics pie grows larger, everyone can have a larger slice) and
the Equilibrium Principle (a market in equilibrium leaves no unexploited opportunities for
individuals but may not exploit all gains achievable through collective action).



CHAPTER

Thinking Like an
Economist

ow many students are in your introductory economics class? Some

classes have just 20 or so. Others average 35, 100, or 200 students. At

some schools, introductory economics classes may have as many as
2,000 students. What size is best?

If cost were no object, the best size might be a single student. Think about
it: the whole course, all term long, with just you and your professor! Everything
could be custom-tailored to your own background and ability. You could cover
the material at just the right pace. The tutorial format also would promote close
communication and personal trust between you and your professor. And your
grade would depend more heavily on what you actually learned than on your
luck when taking multiple-choice exams. Let’s suppose, for the sake of discus-
sion, that students have been shown to learn best in the tutorial format.

Why, then, do so many introductory classes still have hundreds of students?
The simple reason is that costs do matter. They matter not just to the university
administrators who must build classrooms and pay faculty salaries, but also
to you. The direct cost of providing you with your own personal introductory
economics course might easily top $50,000. Someone has to pay these costs. In
private universities, a large share of the cost would be recovered directly from
higher tuition payments. In state universities, the burden would be split between
higher tuition payments and higher tax payments. But, in either case, the course
would be unaffordable for most students.

With larger classes, of course, the cost per student goes down. For example, an
introductory economics course with 300 students might cost as little as $200 per
student. But a class that large would surely compromise the quality of the learning
environment. Compared to the custom tutorial format, however, it would be dra-
matically more affordable.

In choosing what size introductory economics course to offer, then, univer-
sity administrators confront a classic economic trade-off. In making the class
larger, they lower the quality of instruction—a bad thing. At the same time, they
reduce costs and hence the tuition students must pay—a good thing.

LEARNING OBJECTIVES

After reading this chapter,

you should be able to:

I.  Explain and apply the
Scarcity Principle, which
says that having more of
any good thing necessarily
requires having less of
something else.

Explain and apply the
Cost-Benefit Principle,
which says that an action
should be taken if, but
only if, its benefit is at
least as great as its cost.

Explain and apply the
Incentive Principle,
which says that if you
want to predict people’s
behavior, a good place
to start is by examining
their incentives.

Discuss the pitfall of
measuring costs and
benefits as proportions
rather than as absolute
dollar amounts.

Discuss the pitfall of
ignoring implicit costs.

Discuss the pitfall of fail-
ing to weigh costs and
benefits at the margin.
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Are small classes “better” than

large ones?

Scarcity

O

economics the study of how

people make choices under
conditions of scarcity and of
the results of those choices for

society

Cost-Benefit

O

Cost-Benefit

O

In this chapter, we’ll introduce three simple principles that will help you un-
derstand and explain patterns of behavior you observe in the world around you.
These principles also will help you avoid three pitfalls that plague decision makers
in everyday life.

ECONOMICS: STUDYING CHOICE
IN AWORLD OF SCARCITY

Even in rich societies like the United States, scarcity is a fundamental fact of life.
There is never enough time, money, or energy to do everything we want to do or
have everything we would like to have. Economics is the study of how people make
choices under conditions of scarcity and of the results of those choices for society.

In the class-size example just discussed, a motivated economics student might
definitely prefer to be in a class of 20 rather than a class of 100, everything else
being equal. But other things, of course, are not equal. Students can enjoy the ben-
efits of having smaller classes, but only at the price of having less money for other
activities. The student’s choice inevitably will come down to the relative impor-
tance of competing activities.

That such trade-offs are widespread and important is one of the core principles
of economics. We call it the scarcity principle because the simple fact of scarcity
makes trade-offs necessary. Another name for the scarcity principle is the no-free-
lunch principle (which comes from the observation that even lunches that are given
to you are never really free—somebody, somehow, always has to pay for them).

The Scarcity Principle (also called the No-Free-Lunch Principle):
Although we have boundless needs and wants, the resources available to us
are limited. So having more of one good thing usually means having less of
another.

Inherent in the idea of a trade-off is the fact that choice involves compromise
between competing interests. Economists resolve such trade-offs by using cost-benefit
analysis, which is based on the disarmingly simple principle that an action should
be taken if, and only if, its benefits exceed its costs. We call this statement the cost-
benefit principle, and it, too, is one of the core principles of economics:

The Cost-Benefit Principle: An individual (or a firm or a society) should
take an action if, and only if, the extra benefits from taking the action are at
least as great as the extra costs.

With the Cost-Benefit Principle in mind, let’s think about our class-size ques-
tion again. Imagine that classrooms come in only two sizes—100-seat lecture halls
and 20-seat classrooms—and that your university currently offers introductory
economics courses to classes of 100 students. Question: Should administrators re-
duce the class size to 20 students? Answer: Reduce if, and only if, the value of the
improvement in instruction outweighs its additional cost.

This rule sounds simple. But to apply it we need some way to measure the relevant
costs and benefits, a task that is often difficult in practice. If we make a few simplifying
assumptions, however, we can see how the analysis might work. On the cost side, the
primary expense of reducing class size from 100 to 20 is that we’ll now need five pro-
fessors instead of just one. We’ll also need five smaller classrooms rather than a single
big one, and this too may add slightly to the expense of the move. Let’s suppose that
classes with 20 cost $1,000 per student more than those with 100. Should administra-
tors switch to the smaller class size? If they apply the Cost-Benefit Principle, they will
realize that doing so makes sense only if the value of attending the smaller class is at
least $1,000 per student greater than the value of attending the larger class.
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Would you (or your family) be willing to pay an extra $1,000 for a smaller
class? If not, and if other students feel the same way, then sticking with the larger
class size makes sense. But if you and others would be willing to pay the extra tuition,
then reducing the class size makes good economic sense.

Notice that the “best™ class size, from an economic point of view, will generally
not be the same as the “best” size from the point of view of an educational psy-
chologist. That’s because the economic definition of “best” takes into account both
the benefits and the costs of different class sizes. The psychologist ignores costs and
looks only at the learning benefits of different class sizes.

In practice, of course, different people feel differently about the value of smaller
classes. People with high incomes, for example, tend to be willing to pay more for
the advantage. That helps to explain why average class size is smaller, and tuition
higher, at private schools whose students come predominantly from high-income
families.

The cost-benefit framework for thinking about the class-size problem also sug-
gests a possible reason for the gradual increase in average class size that has been
taking place in American colleges and universities. During the last 30 years, profes-
sors’ salaries have risen sharply, making smaller classes more costly. During the
same period, median family income—and hence the willingness to pay for smaller
classes—has remained roughly constant. When the cost of offering smaller classes
goes up but willingness to pay for smaller classes does not, universities shift to
larger class sizes.

Scarcity and the trade-offs that result also apply to resources other than money.
Bill Gates is one of the richest men on Earth. His wealth was once estimated at
over $100 billion. That’s more than the combined wealth of the poorest 40 percent
of Americans. Gates could buy more houses, cars, vacations, and other consumer
goods than he could possibly use. Yet he, like the rest of us, has only 24 hours each
day and a limited amount of energy. So even he confronts trade-offs. Any activity he
pursues—whether it be building his business empire or redecorating his mansion—
uses up time and energy that he could otherwise spend on other things. Indeed,
someone once calculated that the value of Gates’s time is so great that pausing to
pick up a $100 bill from the sidewalk simply wouldn’t be worth his while.

APPLYING THE COST-BENEFIT PRINCIPLE

In studying choice under scarcity, we’ll usually begin with the premise that people
are rational, which means they have well-defined goals and try to fulfill them as
best they can. The Cost-Benefit Principle is a fundamental tool for the study of how
rational people make choices.

As in the class-size example, often the only real difficulty in applying the cost-
benefit rule is to come up with reasonable measures of the relevant benefits and
costs. Only in rare instances will exact dollar measures be conveniently available.
But the cost-benefit framework can lend structure to your thinking even when no
relevant market data are available.

To illustrate how we proceed in such cases, the following example asks you to
decide whether to perform an action whose cost is described only in vague, qualita-
tive terms.

Comparing Costs and Benefits

Should you walk downtown to save $10 on a $25 computer game?

Imagine you are about to buy a $25 computer game at the nearby campus store when
a friend tells you that the same game is on sale at a downtown store for only $15. If
the downtown store is a 30-minute walk away, where should you buy the game?

©William Stevens/Getty Images

~

If Bill Gates saw a $100 bill lying
on the sidewalk, would it be
worth his time to pick it up?

rational person someone with
well-defined goals who tries to
fulfill those goals as best he or
she can

EXAMPLE 1.1
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Cost-Benefit ( ’

economic surplus the economic
surplus from taking any action is
the benefit of taking the action
minus its cost

Cost-Benefit ( ’

opportunity cost the oppor-
tunity cost of an activity is the
value of what must be forgone
to undertake the activity

The Cost-Benefit Principle tells us that you should buy it downtown if the ben-
efit of doing so exceeds the cost. The benefit of taking any action is the dollar value
of everything you gain by taking it. Here, the benefit of buying downtown is ex-
actly $10, since that is the amount you will save on the price of the game. The cost
of taking any action is the dollar value of everything you give up by taking it. Here,
the cost of buying downtown is the dollar value you assign to the time and trouble
it takes to make the trip. But how do we estimate that value?

One way is to perform the following hypothetical auction. Imagine that a
stranger has offered to pay you to do an errand that involves the same walk down-
town (perhaps to drop off a letter for her at the post office). If she offered you a
payment of, say, $1,000, would you accept? If so, we know that your cost of walk-
ing downtown and back must be less than $1,000. Now imagine her offer being
reduced in small increments until you finally refuse the last offer. For example, if
you would agree to walk downtown and back for $9.00 but not for $8.99, then
your cost of making the trip is $9.00. In this case, you should buy the game down-
town because the $10 you’ll save (your benefit) is greater than your $9.00 cost of
making the trip.

But suppose your cost of making the trip had been greater than $10. In that
case, your best bet would have been to buy the game from the nearby campus
store. Confronted with this choice, different people may choose differently, de-
pending on how costly they think it is to make the trip downtown. But although
there is no uniquely correct choice, most people who are asked what they would do
in this situation say they would buy the game downtown.

ECONOMIC SURPLUS

Suppose again that in Example 1.1 your “cost” of making the trip downtown was
$9. Compared to the alternative of buying the game at the campus store, buying it
downtown resulted in an economic surplus of $1, the difference between the ben-
efit of making the trip and its cost. In general, your goal as an economic decision
maker is to choose those actions that generate the largest possible economic sur-
plus. This means taking all actions that yield a positive total economic surplus,
which is just another way of restating the Cost-Benefit Principle.

Note that the fact that your best choice was to buy the game downtown doesn’t
imply that you enjoy making the trip, any more than choosing a large class means
that you prefer large classes to small ones. It simply means that the trip is less un-
pleasant than the prospect of paying $10 extra for the game. Once again, you’ve
faced a trade-off. In this case, the choice was between a cheaper game and the free
time gained by avoiding the trip.

OPPORTUNITY COST

Of course, your mental auction could have produced a different outcome. Suppose,
for example, that the time required for the trip is the only time you have left to
study for a difficult test the next day. Or suppose you are watching one of your
favorite movies on cable, or that you are tired and would love a short nap. In such
cases, we say that the opportunity cost of making the trip—that is, the value of
what you must sacrifice to walk downtown and back—is high and you are more
likely to decide against making the trip.

Strictly speaking, your opportunity cost of engaging in an activity is the value
of everything you must sacrifice to engage in it. For instance, if seeing a movie re-
quires not only that you buy a $10 ticket but also that you give up a $20 babysit-
ting job that you would have been willing to do for free, then the opportunity cost
of seeing the film is $30.
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Under this definition, all costs—both implicit and explicit—are opportunity
costs. Unless otherwise stated, we will adhere to this strict definition.

We must warn you, however, that some economists use the term opportu-
nity cost to refer only to the implicit value of opportunities forgone. Thus, in
the example just discussed, these economists would not include the $10 ticket
price when calculating the opportunity cost of seeing the film. But virtually all
economists would agree that your opportunity cost of not doing the babysitting
job is $20.

In the previous example, if watching the last hour of the cable TV movie is the
most valuable opportunity that conflicts with the trip downtown, the opportunity
cost of making the trip is the dollar value you place on pursuing that opportunity.
It is the largest amount you’d be willing to pay to avoid missing the end of the
movie. Note that the opportunity cost of making the trip is not the combined value
of all possible activities you could have pursued, but only the value of your best
alternative—the one you would have chosen had you not made the trip.

Throughout the text we will pose concept checks like the one that follows.
You’ll find that pausing to answer them will help you to master key concepts in
economics. Because doing these concept checks isn’t very costly (indeed, many
students report that they are actually fun), the Cost-Benefit Principle indicates that
it’s well worth your while to do them.

CONCEPT CHECK 1.1

You would again save $10 by buying the game downtown rather than at the campus
store, but your cost of making the trip is now $12, not $9. How much economic surplus
would you get from buying the game downtown? Where should you buy it?

THE ROLE OF ECONOMIC MODELS

Economists use the Cost-Benefit Principle as an abstract model of how an idealized
rational individual would choose among competing alternatives. (By “abstract
model” we mean a simplified description that captures the essential elements of a
situation and allows us to analyze them in a logical way.) A computer model of a
complex phenomenon like climate change, which must ignore many details and
includes only the major forces at work, is an example of an abstract model.

Noneconomists are sometimes harshly critical of the economist’s cost-benefit
model on the grounds that people in the real world never conduct hypothetical
mental auctions before deciding whether to make trips downtown. But this criti-
cism betrays a fundamental misunderstanding of how abstract models can help to
explain and predict human behavior. Economists know perfectly well that people
don’t conduct hypothetical mental auctions when they make simple decisions. All
the Cost-Benefit Principle really says is that a rational decision is one that is explic-
itly or implicitly based on a weighing of costs and benefits.

Most of us make sensible decisions most of the time, without being consciously
aware that we are weighing costs and benefits, just as most people ride a bike with-
out being consciously aware of what keeps them from falling. Through trial and
error, we gradually learn what kinds of choices tend to work best in different con-
texts, just as bicycle riders internalize the relevant laws of physics, usually without
being conscious of them.

Even so, learning the explicit principles of cost-benefit analysis can help us
make better decisions, just as knowing about physics can help in learning to ride a
bicycle. For instance, when a young economist was teaching his oldest son to ride
a bike, he followed the time-honored tradition of running alongside the bike and
holding onto his son, then giving him a push and hoping for the best. After several
hours and painfully skinned elbows and knees, his son finally got it. A year later,
someone pointed out that the trick to riding a bike is to turn slightly in whichever

7
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EXAMPLE 1.2

direction the bike is leaning. Of course! The economist passed this information
along to his second son, who learned to ride almost instantly. Just as knowing a
little physics can help you learn to ride a bike, knowing a little economics can help
you make better decisions.

RECAP COST-BENEFIT ANALYSIS

Scarcity is a basic fact of economic life. Because of it, having more of one good
thing almost always means having less of another (the Scarcity Principle). The
Cost-Benefit Principle holds that an individual (or a firm or a society) should
take an action if, and only if, the extra benefit from taking the action is at least
as great as the extra cost. The benefit of taking any action minus the cost of
taking the action is called the economic surplus from that action. Hence, the
Cost-Benefit Principle suggests that we take only those actions that create ad-
ditional economic surplus.

THREE IMPORTANT DECISION PITFALLS"

Rational people will apply the Cost-Benefit Principle most of the time, although
probably in an intuitive and approximate way, rather than through explicit and
precise calculation. Knowing that rational people tend to compare costs and ben-
efits enables economists to predict their likely behavior. As noted earlier, for ex-
ample, we can predict that students from wealthy families are more likely than
others to attend colleges that offer small classes. (Again, while the cost of small
classes is the same for all families, their benefit, as measured by what people are
willing to pay for them, tends to be higher for wealthier families.)

Yet researchers have identified situations in which people tend to apply the
Cost-Benefit Principle inconsistently. In these situations, the Cost-Benefit Principle
may not predict behavior accurately. But it proves helpful in another way, by iden-
tifying specific strategies for avoiding bad decisions.

PITFALL I: MEASURING COSTS AND BENEFITS

AS PROPORTIONS RATHERTHAN ABSOLUTE

DOLLAR AMOUNTS

As the next example makes clear, even people who seem to know they should

weigh the pros and cons of the actions they are contemplating sometimes don’t
have a clear sense of how to measure the relevant costs and benefits.

Comparing Costs and Benefits

Should you walk downtown to save $10 on a $2,020 laptop computer?

You are about to buy a $2,020 laptop computer at the nearby campus store when
a friend tells you that the same computer is on sale at a downtown store for only
$2,010. If the downtown store is half an hour’s walk away, where should you buy
the computer?

*The examples in this section are inspired by the pioneering research of Daniel Kahneman and the late
Amos Tversky. Kahneman was awarded the 2002 Nobel Prize in economics for his efforts to integrate
insights from psychology into economics.
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Assuming that the laptop is light enough to carry without effort, the structure
of this example is exactly the same as that of the earlier example about where to
buy the computer game. The only difference is that the price of the laptop is dra-
matically higher than the price of the computer game. As before, the benefit of
buying downtown is the dollar amount you’ll save, namely, $10. And since it’s ex-
actly the same trip, its cost also must be the same as before. So if you are perfectly
rational, you should make the same decision in both cases. Yet when people are
asked what they would do in these situations, the overwhelming majority say they
would walk downtown to buy the game but would buy the laptop at the campus
store. When asked to explain, most of them say something like “The trip was worth
it for the game because you save 40 percent, but not worth it for the laptop be-
cause you save only $10 out of $2,020.”

This is faulty reasoning. The benefit of the trip downtown is not the propor-
tion you save on the original price. Rather, it is the absolute dollar amount you
save. The benefit of walking downtown to buy the laptop is $10, exactly the same
as for the computer game. And since the cost of the trip must also be the same in
both cases, the economic surplus from making both trips must be exactly the same.
That means that a rational decision maker would make the same decision in both
cases. Yet, as noted, most people choose differently.

The pattern of faulty reasoning in the decision just discussed is one of several
decision pitfalls to which people are often prone. In the discussion that follows, we
will identify two additional decision pitfalls. In some cases, people ignore costs or
benefits that they ought to take into account. On other occasions they are influ-
enced by costs or benefits that are irrelevant.

CONCEPT CHECK 1.2

Which is more valuable: saving $100 on a $2,000 plane ticket to Tokyo or saving
$90 on a $200 plane ticket to Chicago?

PITFALL 2: IGNORING IMPLICIT COSTS

Sherlock Holmes, Arthur Conan Doyle’s legendary detective, was successful be-
cause he saw details that most others overlooked. In Silver Blaze, Holmes is
called on to investigate the theft of an expensive racehorse from its stable. A
Scotland Yard inspector assigned to the case asks Holmes whether some particu-
lar aspect of the crime requires further study. “Yes,” Holmes replies, and describes
“the curious incident of the dog in the nighttime.” “The dog did nothing in the
nighttime,” responds the puzzled inspector. But as Holmes realized, that was pre-
cisely the problem. The watchdog’s failure to bark when Silver Blaze was stolen
meant that the watchdog knew the thief. This clue ultimately proved the key to
unraveling the mystery.

Just as we often don’t notice when a dog fails to bark, many of us tend to over-
look the implicit value of activities that fail to happen. As discussed earlier, how-
ever, intelligent decisions require taking the value of forgone opportunities properly
into account.

The opportunity cost of an activity, once again, is the value of all that must be
forgone in order to engage in that activity. If buying a computer game downtown
means not watching the last hour of a movie, then the value to you of watching
the end of that movie is an implicit cost of the trip. Many people make bad deci-
sions because they tend to ignore the value of such forgone opportunities. To
avoid overlooking implicit costs, economists often translate questions like “Should
I walk downtown?” into ones like “Should I walk downtown or watch the end of
the movie?”
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Implicit costs are like dogs that
fail to bark in the night.
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EXAMPLE 1.3

Cost-Benefit ( ’
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Is your flight to Fort Lauderdale
“free” if you travel on a
frequent-flyer coupon?

sunk cost a cost that is beyond
recovery at the moment a
decision must be made

Implicit Cost

Should you use your frequent-flyer coupon to fly to Fort Lauderdale for
spring break?

With spring break only a week away, you are still undecided about whether to go
to Fort Lauderdale with a group of classmates at the University of Iowa. The
round-trip airfare from Cedar Rapids is $500, but you have a frequent-flyer cou-
pon you could use for the trip. All other relevant costs for the vacation week at
the beach total exactly $1,000. The most you would be willing to pay for the Fort
Lauderdale vacation is $1,350. That amount is your benefit of taking the vaca-
tion. Your only alternative use for your frequent-flyer coupon is for your trip to
Boston the weekend after spring break to attend your brother’s wedding. (Your
coupon expires shortly thereafter.) If the Cedar Rapids—Boston round-trip airfare
is $400, should you use your frequent-flyer coupon to fly to Fort Lauderdale for
spring break?

The Cost-Benefit Principle tells us that you should go to Fort Lauderdale if the
benefits of the trip exceed its costs. If not for the complication of the frequent-flyer
coupon, solving this problem would be a straightforward matter of comparing
your benefit from the week at the beach to the sum of all relevant costs. And since
your airfare and other costs would add up to $1,500, or $150 more than your
benefit from the trip, you would not go to Fort Lauderdale.

But what about the possibility of using your frequent-flyer coupon to make the
trip? Using it for that purpose might make the flight to Fort Lauderdale seem free,
suggesting you would reap an economic surplus of $350 by making the trip. But
doing so also would mean you would have to fork over $400 for your airfare to
Boston. So the implicit cost of using your coupon to go to Fort Lauderdale is really
$400. If you use it for that purpose, the trip still ends up being a loser because the
cost of the vacation, $1,400, exceeds the benefit by $50. In cases like these, you are
much more likely to decide sensibly if you ask yourself, “Should I use my frequent-
flyer coupon for this trip or save it for an upcoming trip?”

We cannot emphasize strongly enough that the key to using the Cost-Benefit
Principle correctly lies in recognizing precisely what taking a given action prevents
us from doing. The following concept check illustrates this point by modifying the
details of Example 1.3 slightly.

CONCEPT CHECK 1.3

Same as Example |.3, except that now your frequent-flyer coupon expires in a week,
so your only chance to use it will be for the Fort Lauderdale trip. Should you use your
coupon!?

PITFALL 3: FAILURETO THINK AT THE MARGIN

When deciding whether to take an action, the only relevant costs and benefits are
those that would occur as a result of taking the action. Sometimes people are influ-
enced by costs they ought to ignore. Other times they compare the wrong costs and
benefits. The only costs that should influence a decision about whether to take an
action are those we can avoid by not taking the action. Similarly, the only benefits
we should consider are those that would not occur unless the action were taken. As
a practical matter, however, many decision makers appear to be influenced by costs
or benefits that would have occurred no matter what. Thus, people are often influ-
enced by sunk costs—costs that are beyond recovery at the moment a decision is
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made. For example, money spent on a nontransferable, nonrefundable airline ticket
is a sunk cost.

As the following example illustrates, sunk costs must be borne whether or not an
action is taken, so they are irrelevant to the decision of whether to take the action.

Sunk Cost

How much should you eat at an all-you-can-eat restaurant?

Sangam, an Indian restaurant in Philadelphia, offers an all-you-can-eat lunch buf-
fet for $5. Customers pay $5 at the door, and no matter how many times they re-
fill their plates, there is no additional charge. One day, as a goodwill gesture, the
owner of the restaurant tells 20 randomly selected guests that their lunch is on the
house. The remaining guests pay the usual price. If all diners are rational, will
there be any difference in the average quantity of food consumed by people in
these two groups?

Having eaten their first helping, diners in each group confront the following
question: “Should I go back for another helping?” For rational diners, if the ben-
efit of doing so exceeds the cost, the answer is yes; otherwise it is no. Note that at
the moment of decision, the $5 charge for the lunch is a sunk cost. Those who
paid it have no way to recover it. Thus, for both groups, the (extra) cost of an-
other helping is exactly zero. And since the people who received the free lunch
were chosen at random, there is no reason their appetites or incomes should be
any different from those of other diners. The benefit of another helping thus
should be the same, on average, for people in both groups. And since their respec-
tive costs and benefits are the same, the two groups should eat the same number
of helpings, on average.

Psychologists and economists have experimental evidence, however, that peo-
ple in such groups do 7ot eat similar amounts.! In particular, those for whom the
luncheon charge is not waived tend to eat substantially more than those for whom
the charge is waived. People in the former group seem somehow determined to “get
their money’s worth.” Their implicit goal is apparently to minimize the average cost
per bite of the food they eat. Yet minimizing average cost is not a particularly sen-
sible objective. It brings to mind the man who drove his car on the highway at
night, even though he had nowhere to go, because he wanted to boost his average
fuel economy. The irony is that diners who are determined to get their money’s
worth usually end up eating too much.

The fact that the cost-benefit criterion failed the test of prediction in Example 1.4
does nothing to invalidate its advice about what people should do. If you are letting
sunk costs influence your decisions, you can do better by changing your behavior.

In addition to paying attention to costs and benefits that should be ignored,
people often use incorrect measures of the relevant costs and benefits. This error
often occurs when we must choose the extent to which an activity should be pur-
sued (as opposed to choosing whether to pursue it at all). We can apply the Cost-
Benefit Principle in such situations by repeatedly asking the question “Should T
increase the level at which I am currently pursuing the activity?”

In attempting to answer this question, the focus should always be on the ben-
efit and cost of an additional unit of activity. To emphasize this focus, economists
refer to the cost of an additional unit of activity as its marginal cost. Similarly, the
benefit of an additional unit of the activity is its marginal benefit.

ISee, for example, Richard Thaler, “Toward a Positive Theory of Consumer Choice,” Journal of Economic
Behavior and Organization 1, no. 1 (1980).

EXAMPLE 1.4

marginal cost the increase

in total cost that results from
carrying out one additional unit
of an activity

marginal benefit the increase
in total benefit that results from
carrying out one additional unit
of an activity
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average cost the total cost of
undertaking n units of an activity
divided by n

average benefit the total
benefit of undertaking n units
of an activity divided by n

When the problem is to discover the proper level for an activity, the cost-benefit
rule is to keep increasing the level as long as the marginal benefit of the activity ex-
ceeds its marginal cost. As the following example illustrates, however, people often
fail to apply this rule correctly.

Focusing on Marginal Costs and Benefits

Should NASA expand the space shuttle program from four launches per year
to five?

Professor Kosten Banifoot, a prominent supporter of the National Aeronautics and
Space Administration’s (NASA) space shuttle program, estimated that the gains
from the program are currently $24 billion per year (an average of $6 billion per
launch) and that its costs are currently $20 billion per year (an average of $5 bil-
lion per launch). On the basis of these estimates, Professor Banifoot testified before
Congress that NASA should definitely expand the space shuttle program. Should
Congress follow his advice?

To discover whether the advice makes economic sense, we must compare the
marginal cost of a launch to its marginal benefit. The professor’s estimates, how-
ever, tell us only the average cost and average benefit of the program. These are,
respectively, the total cost of the program divided by the number of launches and
the total benefit divided by the number of launches. Knowing the average benefit
and average cost per launch for all shuttles launched thus far is simply not useful
for deciding whether to expand the program. Of course, the average cost of the
launches undertaken so far might be the same as the cost of adding another launch.
But it also might be either higher or lower than the marginal cost of a launch. The
same holds true regarding average and marginal benefits.

Suppose, for the sake of discussion, that the benefit of an additional launch is
in fact the same as the average benefit per launch thus far, $6 billion. Should NASA
add another launch? Not if the cost of adding the fifth launch would be more than
$6 billion. And the fact that the average cost per launch is only $5 billion simply
does not tell us anything about the marginal cost of the fifth launch.

Suppose, for example, that the relationship between the number of shuttles
launched and the total cost of the program is as described in Table 1.1. The aver-
age cost per launch (third column) when there are four launches would then be
$20 billion/4 = $5 billion per launch, just as Professor Banifoot testified. But note
in the second column of the table that adding a fifth launch would raise costs from
$20 billion to $32 billion, making the marginal cost of the fifth launch $12 billion.
So if the benefit of an additional launch is $6 billion, increasing the number of
launches from four to five would make absolutely no economic sense.

TABLE |I.1
How Total CostVaries with the Number of Launches

Number of Total cost Average cost
launches ($ billions) ($ billion/launch)
0 0 0
| 3 3
2 7 35
3 12 4
4 20 5
5 32 6.4
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The following example illustrates how to apply the Cost-Benefit Principle cor-
rectly in this case.

Focusing on Marginal Costs and Benefits

How many space shuttles should NASA launch?

NASA must decide how many space shuttles to launch. The benefit of each launch is
estimated to be $6 billion and the total cost of the program again depends on the num-
ber of launches as shown in Table 1.1. How many shuttles should NASA launch?

NASA should continue to launch shuttles as long as the marginal benefit of the
program exceeds its marginal cost. In this example, the marginal benefit is constant
at $6 billion per launch, regardless of the number of shuttles launched. NASA
should thus keep launching shuttles as long as the marginal cost per launch is less
than or equal to $6 billion.

Applying the definition of marginal cost to the total cost entries in the second
column of Table 1.1 yields the marginal cost values in the third column of Table 1.2.
(Because marginal cost is the change in total cost that results when we change the
number of launches by one, we place each marginal cost entry midway between the
rows showing the corresponding total cost entries.) Thus, for example, the marginal
cost of increasing the number of launches from one to two is $4 billion, the differ-
ence between the $7 billion total cost of two launches and the $3 billion total cost
of one launch.

TABLE 1.2
How Marginal Cost Varies with the Number of Launches

Number of Total cost Marginal cost

launches ($ billion) ($ billion/launch)
0 0 3
| 3 4
2 7 5
3 12 8
4 20 12
5 32

As we see from a comparison of the $6 billion marginal benefit per launch
with the marginal cost entries in the third column of Table 1.2, the first three
launches satisfy the cost-benefit test, but the fourth and fifth launches do not.
NASA should thus launch three space shuttles.

CONCEPT CHECK 1.4

If the marginal benefit of each launch had been not $6 billion but $9 billion, how
many shuttles should NASA have launched?

The cost-benefit framework emphasizes that the only relevant costs and benefits
in deciding whether to pursue an activity further are marginal costs and benefits—
measures that correspond to the increment of activity under consideration. In many

EXAMPLE 1.6
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contexts, however, people seem more inclined to compare the average cost and ben-
efit of the activity. As Example 1.5 made clear, increasing the level of an activity may
not be justified, even though its average benefit at the current level is significantly

greater than its average cost.

CONCEPT CHECK I.5

Should a basketball team’s best player take all the team’s shots?

A professional basketball team has a new assistant coach.The assistant notices that
one player scores on a higher percentage of his shots than other players. Based on this
information, the assistant suggests to the head coach that the star player should take all
the shots. That way, the assistant reasons, the team will score more points and win
more games.

On hearing this suggestion, the head coach fires his assistant for incompetence.

What was wrong with the assistant’s idea?

RECAP

THREE IMPORTANT DECISION PITFALLS

1. The pitfall of measuring costs or benefits proportionally. Many decision

makers treat a change in cost or benefit as insignificant if it constitutes
only a small proportion of the original amount. Absolute dollar amounts,
not proportions, should be employed to measure costs and benefits.

. The pitfall of ignoring implicit costs. When performing a cost-benefit

analysis of an action, it is important to account for all relevant costs, in-
cluding the implicit value of alternatives that must be forgone in order to
carry out the action. A resource (such as a frequent-flyer coupon) may
have a high implicit cost, even if you originally got it “for free,” if its best
alternative use has high value. The identical resource may have a low
implicit cost, however, if it has no good alternative uses.

. The pitfall of failing to think at the margin. When deciding whether to per-

form an action, the only costs and benefits that are relevant are those that
would result from taking the action. It is important to ignore sunk costs—
those costs that cannot be avoided even if the action is not taken. Even
though a ticket to a concert may have cost you $100, if you have already
bought it and cannot sell it to anyone else, the $100 is a sunk cost and
should not influence your decision about whether to go to the concert. It is
also important not to confuse average costs and benefits with marginal
costs and benefits. Decision makers often have ready information about the
total cost and benefit of an activity, and from these it is simple to compute
the activity’s average cost and benefit. A common mistake is to conclude
that an activity should be increased if its average benefit exceeds its average
cost. The Cost-Benefit Principle tells us that the level of an activity should
be increased if, and only if, its marginal benefit exceeds its marginal cost.

Some costs and benefits, especially marginal costs and benefits and implicit
costs, are important for decision making, while others, like sunk costs and average
costs and benefits, are essentially irrelevant. This conclusion is implicit in our orig-
inal statement of the Cost-Benefit Principle (an action should be taken if, and only
if, the extra benefits of taking it exceed the extra costs). When we encounter addi-
tional examples of decision pitfalls, we will flag them by inserting the icon for the
Cost-Benefit Principle in the margin.
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NORMATIVE ECONOMICS VERSUS
POSITIVE ECONOMICS

The examples discussed in the preceding section make the point that people some-
times choose irrationally. We must stress that our purpose in discussing these ex-
amples was not to suggest that people generally make irrational choices. On the
contrary, most people appear to choose sensibly most of the time, especially when
their decisions are important or familiar ones. The economist’s focus on rational
choice thus offers not only useful advice about making better decisions, but also a
basis for predicting and explaining human behavior. We used the cost-benefit ap-
proach in this way when discussing how rising faculty salaries have led to larger
class sizes. And as we will see, similar reasoning helps to explain human behavior
in virtually every other domain.

The Cost-Benefit Principle is an example of a normative economic principle, one
that provides guidance about how we should behave. For example, according to
the Cost-Benefit Principle, we should ignore sunk costs when making decisions about
the future. As our discussion of the various decision pitfalls makes clear, however, the
Cost-Benefit Principle is not always a positive, or descriptive, economic principle,
one that describes how we actually will behave. As we saw, the Cost-Benefit Principle
can be tricky to implement, and people sometimes fail to heed its prescriptions.

That said, we stress that knowing the relevant costs and benefits surely does
enable us to predict how people will behave much of the time. If the benefit of an
action goes up, it is generally reasonable to predict that people will be more likely
to take that action. And conversely, if the cost of an action goes up, the safest pre-
diction will be that people will be less likely to take that action. This point is so
important that we designate it as the Incentive Principle.

The Incentive Principle: A person (or a firm or a society) is more likely
to take an action if its benefit rises, and less likely to take it if its cost rises. In
short, incentives matter.

The Incentive Principle is a positive economic principle. It stresses that the rel-
evant costs and benefits usually help us predict behavior, but at the same time does
not insist that people behave rationally in each instance. For example, if the price
of heating oil were to rise sharply, we would invoke the Cost-Benefit Principle to
say that people should turn their thermostats down, and invoke the Incentive Prin-
ciple to predict that average thermostat settings will in fact go down.

ECONOMICS: MICRO AND MACRO

By convention, we use the term microeconomics to describe the study of individual
choices and of group behavior in individual markets. Macroeconomics, by con-
trast, is the study of the performance of national economies and of the policies that
governments use to try to improve that performance. Macroeconomics tries to
understand the determinants of such things as the national unemployment rate, the
overall price level, and the total value of national output.

Our focus in this chapter is on issues that confront the individual decision
maker, whether that individual confronts a personal decision, a family decision, a
business decision, a government policy decision, or indeed any other type of deci-
sion. Further on, we’ll consider economic models of groups of individuals such as
all buyers or all sellers in a specific market. Later still we will turn to broader eco-
nomic issues and measures.

No matter which of these levels is our focus, however, our thinking will be
shaped by the fact that, although economic needs and wants are effectively unlim-
ited, the material and human resources that can be used to satisfy them are finite.

normative economic principle
one that says how people should
behave

positive economic principle
one that predicts how people
will behave

( ) Incentive

microeconomics the study of
individual choice under scarcity
and its implications for the be-
havior of prices and quantities in
individual markets

macroeconomics the study of
the performance of national
economies and the policies that
governments use to try to
improve that performance
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Clear thinking about economic problems must therefore always take into account
the idea of trade-offs—the idea that having more of one good thing usually means
having less of another. Our economy and our society are shaped to a substantial
degree by the choices people have made when faced with trade-offs.

THE APPROACH OF THISTEXT

Choosing the number of students to register in each class is just one of many im-
portant decisions in planning an introductory economics course. Another, to which
the Scarcity Principle applies just as strongly, concerns which topics to include on
the course syllabus. There is a virtually inexhaustible set of issues that might be
covered in an introductory course, but only limited time in which to cover them.
There is no free lunch. Covering some inevitably means omitting others.

All textbook authors are forced to pick and choose. A textbook that covered
all the issues would take up more than a whole floor of your campus library. It is
our firm view that most introductory textbooks try to cover far too much. One
reason that each of us was drawn to the study of economics was that a relatively
short list of the discipline’s core ideas can explain a great deal of the behavior and
events we see in the world around us. So rather than cover a large number of ideas
at a superficial level, our strategy is to focus on this short list of core ideas, return-
ing to each entry again and again, in many different contexts. This strategy will
enable you to internalize these ideas remarkably well in the brief span of a single
course. And the benefit of learning a small number of important ideas well will far
outweigh the cost of having to ignore a host of other, less important ones.

So far, we’ve already encountered three core ideas: the Scarcity Principle, the
Cost-Benefit Principle, and the Incentive Principle. As these core ideas reemerge in
the course of our discussions, we’ll call your attention to them. And shortly after a
new core idea appears, we’ll highlight it by formally restating it.

A second important element in our philosophy is a belief in the importance of
active learning. In the same way that you can learn Spanish only by speaking and
writing it, or tennis only by playing the game, you can learn economics only by do-
ing economics. And because we want you to learn how to do economics, rather
than just to read or listen passively as the authors or your instructor does econom-
ics, we will make every effort to encourage you to stay actively involved.

For example, instead of just telling you about an idea, we will usually first moti-
vate the idea by showing you how it works in the context of a specific example. Often,
these examples will be followed by concept checks for you to try, as well as applica-
tions that show the relevance of the idea to real life. Try working the concept checks
before looking up the answers (which are at the back of the corresponding chapter).

Think critically about the applications: Do you see how they illustrate the
point being made? Do they give you new insight into the issue? Work the problems
at the end of the chapters and take extra care with those relating to points that you
do not fully understand. Apply economic principles to the world around you. (We’ll
say more about this when we discuss economic naturalism below.) Finally, when
you come across an idea or example that you find interesting, tell a friend about it.
You’ll be surprised to discover how much the mere act of explaining it helps you
understand and remember the underlying principle. The more actively you can be-
come engaged in the learning process, the more effective your learning will be.

ECONOMIC NATURALISM

With the rudiments of the cost-benefit framework under your belt, you are now in
a position to become an “economic naturalist,” someone who uses insights from
economics to help make sense of observations from everyday life. People who have
studied biology are able to observe and marvel at many details of nature that would




otherwise have escaped their notice. For example, on a walk in the woods in early
April, the novice may see only trees. In contrast, the biology student notices many
different species of trees and understands why some are already in leaf while others
still lie dormant. Likewise, the novice may notice that in some animal species males
are much larger than females, but the biology student knows that pattern occurs
only in species in which males take several mates. Natural selection favors larger
males in those species because their greater size helps them prevail in the often
bloody contests among males for access to females. In contrast, males tend to be
roughly the same size as females in monogamous species, in which there is much
less fighting for mates.

Learning a few simple economic principles broadens our vision in a similar
way. It enables us to see the mundane details of ordinary human existence in a new
light. Whereas the uninitiated often fail even to notice these details, the economic
naturalist not only sees them, but becomes actively engaged in the attempt to un-
derstand them. Let’s consider a few examples of questions economic naturalists
might pose for themselves.

The Economic Naturalist I.1
Why do many hardware manufacturers include more than $1,000 worth of “free”
software with a computer selling for only slightly more than that?

The software industry is different from many others in the sense that its customers care
a great deal about product compatibility. When you and your classmates are working on
a project together, for example, your task will be much simpler if you all use the same
word-processing program. Likewise, an executive’s life will be easier at tax time if her
financial software is the same as her accountant’s.

The implication is that the benefit of owning and using any given software program
increases with the number of other people who use that same product. This unusual
relationship gives the producers of the most popular programs an enormous advantage
and often makes it hard for new programs to break into the market.

Recognizing this pattern, the Intuit Corporation offered computer makers free cop-
ies of Quicken, its personal financial-management software. Computer makers, for their
part, were only too happy to include the program, since it made their new computers
more attractive to buyers. Quicken soon became the standard for personal financial-
management programs. By giving away free copies of the program, Intuit “primed the
pump,” creating an enormous demand for upgrades of Quicken and for more advanced
versions of related software. Thus, TurboTax and Macintax, Intuit’s personal income-tax
software, have become the standards for tax-preparation programs.

Inspired by this success story, other software developers have jumped onto the
bandwagon. Most hardware now comes bundled with a host of free software pro-
grams. Some software developers are even rumored to pay computer makers to
include their programs!
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The Economic Naturalist 1.1 illustrates a case in which the benefit of a prod-
uct depends on the number of other people who own that product. As the next
Economic Naturalist demonstrates, the cost of a product may also depend on the
number of others who own it.

The Economic Naturalist 1.2

Why don’t auto manufacturers make cars without heaters?

Virtually every new car sold in the United States today has a heater. But not every car
has a CD player. Why this difference?

One might be tempted to answer that, although everyone needs a heater, people can
get along without CD players. Yet heaters are of little use in places like Hawaii and
southern California. What is more, cars produced as recently as the 1950s did not all
have heaters. (The classified ad that led one young economic naturalist to his first car, a
1955 Pontiac, boasted that the vehicle had a radio, heater, and whitewall tires.)

Although heaters cost extra money to manufacture and are not useful in all parts of
the country, they do not cost much money and are useful on at least a few days each year
in most parts of the country. As time passed and people’s incomes grew, manufacturers
found that people were ordering fewer and fewer cars without heaters. At some point it
actually became cheaper to put heaters in all cars, rather than bear the administrative
expense of making some cars with heaters and others without. No doubt a few buyers
would still order a car without a heater if they could save some money in the process,
but catering to these customers is just no longer worth it.

Similar reasoning explains why certain cars today cannot be purchased without a
CD player. Buyers of the 2009 BMW 750i, for example, got a CD player whether they
wanted one or not. Most buyers of this car, which sells for more than $75,000, have high
incomes, so the overwhelming majority of them would have chosen to order a CD
player had it been sold as an option. Because of the savings made possible when all cars
are produced with the same equipment, it would have actually cost BMW more to sup-
ply cars for the few who would want them without CD players.

Buyers of the least-expensive makes of car have much lower incomes on average
than BMW 750i buyers. Accordingly, most of them have more pressing alternative uses
for their money than to buy CD players for their cars, and this explains why some inex-
pensive makes continue to offer CD players only as options. But as incomes continue to
grow, new cars without CD players will eventually disappear.

The insights afforded by The Economic Naturalist 1.2 suggest an answer to
the following strange question:

The Economic Naturalist 1.3

Why do the keypad buttons on drive-up automated teller machines have Braille dots?

Braille dots on elevator buttons and on the keypads of walk-up automated teller
machines enable blind people to participate more fully in the normal flow of daily activity.
But even though blind people can do many remarkable things, they cannot drive automo-
biles on public roads. Why, then, do the manufacturers of automated teller machines
install Braille dots on the machines at drive-up locations?

The answer to this riddle is that once the keypad molds have been manufactured,
the cost of producing buttons with Braille dots is no higher than the cost of producing
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smooth buttons. Making both would require separate sets of molds and two different
types of inventory. If the patrons of drive-up machines found buttons with Braille dots
harder to use, there might be a reason to incur these extra costs. But since the dots
pose no difficulty for sighted users, the best and cheapest solution is to produce only
keypads with dots.

The preceding concept check was suggested by Cornell student Bill Tjoa, in
response to the following assignment:

CONCEPT CHECK 1.6

In 500 words or less, use cost-benefit analysis to explain some pattern of events or
behavior you have observed in your own environment.

Why do the keypad buttons on
drive-up automated teller
machines have Braille dots?

There is probably no more useful step you can take in your study of economics
than to perform several versions of the assignment in Concept Check 1.6. Students
who do so almost invariably become lifelong economic naturalists. Their mastery of
economic concepts not only does not decay with the passage of time, it actually grows
stronger. We urge you, in the strongest possible terms, to make this investment!

= SUNMARY =

® Economics is the study of how people make choices @ Often the question is not whether to pursue an activity

under conditions of scarcity and of the results of
those choices for society. Economic analysis of hu-
man behavior begins with the assumption that people
are rational—that they have well-defined goals and
try to achieve them as best they can. In trying to
achieve their goals, people normally face trade-offs:
Because material and human resources are limited,
having more of one good thing means making do
with less of some other good thing. (LO1)

Our focus in this chapter has been on how rational
people make choices among alternative courses of ac-
tion. Our basic tool for analyzing these decisions is
cost-benefit analysis. The Cost-Benefit Principle says
that a person should take an action if, and only if, the
benefit of that action is at least as great as its cost.
The benefit of an action is defined as the largest dol-
lar amount the person would be willing to pay in or-
der to take the action. The cost of an action is defined
as the dollar value of everything the person must give
up in order to take the action. (LO2)

but rather how many units of it to pursue. In these cases,
the rational person pursues additional units as long as
the marginal benefit of the activity (the benefit from pur-
suing an additional unit of it) exceeds its marginal cost
(the cost of pursuing an additional unit of it) (LO2)

In using the cost-benefit framework, we need not pre-
sume that people choose rationally all the time. In-
deed, we identified three common pitfalls that plague
decision makers in all walks of life: a tendency to
treat small proportional changes as insignificant, a
tendency to ignore implicit costs, and a tendency to
fail to think at the margin—for example, by failing to
ignore sunk costs or by failing to compare marginal
costs and benefits. (LO4, LOS, LOG6)

Microeconomics is the study of individual choices
and of group behavior in individual markets, while
macroeconomics is the study of the performance of
national economics and of the policies that govern-
ments use to try to improve economic performance.

= (OREPRINCIPLES =

Scarcity (:)

The Scarcity Principle (also called the No-Free-Lunch Principle)
Although we have boundless needs and wants, the resources avail-

able to us are limited. So having more of one good thing usually

means having less of another.
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The Cost-Benefit Principle
Cost-Benefit (

An individual (or a firm or a society) should take an action if, and

only if, the extra benefits from taking the action are at least as great
as the extra costs.

A person (or a firm or a society) is more likely to take an action if its

The Incentive Principle
Incentive (

benefit rises, and less likely to take it if its cost rises. In short,
incentives matter.

= HEY TERMS =

average benefit (12) marginal benefit (11) opportunity cost (6)
average cost (12) marginal cost (11) positive economic
economic surplus (6) microeconomics (15) principle (15)
economics (4) normative economic rational person (5)
macroeconomics (15) principle (15) sunk cost (10)

= REVIEW QUESTIONS =

1. A friend of yours on the tennis team says, “Private the $10 ticket price than on the $20 she would fail
tennis lessons are definitely better than group les- to earn by not babysitting? (LOS)
sons.” Explain what you think he means by this 4. Many people think of their air travel as being free

statement. Thep use the Cost-Benefit Principle to when they use frequent-flyer coupons. Explain why
explain why private lessons are not necessarily the these people are likely to make wasteful travel deci-
best choice for everyone. (LO2) sions. (LOS)

2. True or false: Your willingness to drive downtown 5
to save $30 on a new appliance should depend

on what fraction of the total selling price $30 is. would your answer differ if your university were to
Explain. (LO4) offer a full tuition refund to any student who

3. Why might someone who is trying to decide dropped out of school during the first two months
whether to see a movie be more likely to focus on of the semester? (LOG)

. Is the nonrefundable tuition payment you made to
your university this semester a sunk cost? How

= PROBLEMNS =

COmeCtm 1. The most you would be willing to pay for having a freshly washed car before
% going out on a date is $6. The smallest amount for which you would be willing
|economics to wash someone else’s car is $3.50. You are going out this evening and your

car is dirty. How much economic surplus would you receive from washing it?
(LO2)

2. To earn extra money in the summer, you grow tomatoes and sell them at the
farmers’ market for 30 cents per pound. By adding compost to your garden,
you can increase your yield as shown in the table on the next page. If compost
costs 50 cents per pound and your goal is to make as much profit as possible,
how many pounds of compost should you add? (LO2)

3. Residents of your city are charged a fixed weekly fee of $6 for garbage collec-
tion. They are allowed to put out as many cans as they wish. The average house-
hold disposes of three cans of garbage per week under this plan. Now suppose
that your city changes to a “tag” system. Each can of garbage to be collected must
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Pounds of compost Pounds of tomatoes
0 100
I 120
2 125
3 128
4 130
5 131
6 131.5

have a tag affixed to it. The tags cost $2 each and are not reusable. What effect
do you think the introduction of the tag system will have on the total quantity
of garbage collected in your city? Explain briefly. (LO2)

4. Once a week, Smith purchases a six-pack of cola and puts it in his refrigerator
for his two children. He invariably discovers that all six cans are gone on the
first day. Jones also purchases a six-pack of cola once a week for his two chil-
dren, but unlike Smith, he tells them that each may drink no more than three
cans per week. If the children use cost-benefit analysis each time they decide
whether to drink a can of cola, explain why the cola lasts much longer at
Jones’s house than at Smith’s. (LO2)

5. Tom is a mushroom farmer. He invests all his spare cash in additional mush-
rooms, which grow on otherwise useless land behind his barn. The mushrooms
double in weight during their first year, after which time they are harvested
and sold at a constant price per pound. Tom’s friend Dick asks Tom for a loan
of $200, which he promises to repay after 1 year. How much interest will Dick
have to pay Tom in order for Tom to recover his opportunity cost of making
the loan? Explain briefly. (LO2)

6. Suppose that in the last few seconds you devoted to question 1 on your physics
exam you earned 4 extra points, while in the last few seconds you devoted to
question 2 you earned 10 extra points. You earned a total of 48 and 12 points,
respectively, on the two questions and the total time you spent on each was the
same. If you could take the exam again, how—if at all—should you reallocate
your time between these questions? (LO2)

7. Martha and Sarah have the same preferences and incomes. Just as Martha ar-
rived at the theater to see a play, she discovered that she had lost the $10 ticket
she had purchased earlier. Sarah also just arrived at the theater planning to buy
a ticket to see the same play when she discovered that she had lost a $10 bill
from her wallet. If both Martha and Sarah are rational and both still have
enough money to pay for a ticket, is one of them more likely than the other to
go ahead and see the play anyway? (LO2)

8% You and your friend Joe have identical tastes. At 2 p.m., you go to the local Tick-
etmaster outlet and buy a $30 ticket to a basketball game to be played that night
in Syracuse, 50 miles north of your home in Ithaca. Joe plans to attend the same
game, but because he cannot get to the Ticketmaster outlet, he plans to buy his
ticket at the game. Tickets sold at the game cost only $25 because they carry no
Ticketmaster surcharge. (Many people nonetheless pay the higher price at Tick-
etmaster, to be sure of getting good seats.) At 4 p.m., an unexpected snowstorm
begins, making the prospect of the drive to Syracuse much less attractive than
before (but assuring the availability of good seats). If both you and Joe are ratio-
nal, is one of you more likely to attend the game than the other? (LO2)

*Problems marked with an asterisk (*) are more difficult.
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9¥

10%

For each long-distance call anywhere in the continental United States, a new
phone service will charge users 30 cents per minute for the first 2 minutes and
2 cents per minute for additional minutes in each call. Tom’s current phone
service charges 10 cents per minute for all calls, and his calls are never shorter
than 7 minutes. If Tom’s dorm switches to the new phone service, what will
happen to the average length of his calls? (LO3)

The meal plan at university A lets students eat as much as they like for a
fixed fee of $500 per semester. The average student there eats 250 pounds of
food per semester. University B charges $500 for a book of meal tickets that en-
titles the student to eat 250 pounds of food per semester. If the student eats more
than 250 pounds, he or she pays $2 for each additional pound; if the student
eats less, he or she gets a $2 per pound refund. If students are rational, at which
university will average food consumption be higher? Explain briefly. (LO3)

= ANSWERS T0 CONCEPT CHECHS

1.1 The benefit of buying the game downtown is again $10 but the cost is now

$12, so your economic surplus from buying it downtown would be $10 — $12
= —$2. Since your economic surplus from making the trip would be negative,
you should buy at the campus store. (LO2)

1.2 Saving $100 is $10 more valuable than saving $90, even though the percent-

age saved is much greater in the case of the Chicago ticket. (LO4)

1.3 Since you now have no alternative use for your coupon, the opportunity cost

of using it to pay for the Fort Lauderdale trip is zero. That means your eco-
nomic surplus from the trip will be $1,350 — $1,000 = $350 > 0, so you
should use your coupon and go to Fort Lauderdale. (LO2)

1.4 The marginal benefit of the fourth launch is $9 billion, which exceeds its

marginal cost of $8 billion, so the fourth launch should be added. But the
fifth launch should not, since its marginal cost ($12 billion) exceeds its mar-
ginal benefit ($9 billion). (LO2)

1.5 If the star player takes one more shot, some other player must take one less.

The fact that the star player’s average success rate is higher than the other
players’ does not mean that the probability of making his #ext shot (the mar-
ginal benefit of having him shoot once more) is higher than the probability of
another player making his next shot. Indeed, if the best player took all his
team’s shots, the other team would focus its defensive effort entirely on him,
in which case letting others shoot would definitely pay. (LO6)

*Problems marked with an asterisk (*) are more difficult.



APPENDIX

Working with Equations,
Graphs, and Tables

Ithough many of the examples and most of the end-of-chapter prob-

lems in this book are quantitative, none requires mathematical skills

beyond rudimentary high school algebra and geometry. In this brief
appendix, we review some of the skills you’ll need for dealing with these exam-
ples and problems.

One important skill is to be able to read simple verbal descriptions and
translate the information they provide into the relevant equations or graphs.
You’ll also need to be able to translate information given in tabular form into an
equation or graph, and sometimes you’ll need to translate graphical information
into a table or equation. Finally, you’ll need to be able to solve simple systems
with two equations and two unknowns. The following examples illustrate all
the tools you’ll need.
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EXAMPLE IA.I

equation a mathematical
expression that describes the
relationship between two or
more variables

variable a quantity that is free
to take a range of different values

dependent variable a variable
in an equation whose value is
determined by the value taken by
another variable in the equation

independent variable a variable
in an equation whose value
determines the value taken by
another variable in the equation

constant (or parameter) a
quantity that is fixed in value

USING AVERBAL DESCRIPTIONTO
CONSTRUCT AN EQUATION

We begin with an example that shows how to construct a long-distance telephone
billing equation from a verbal description of the billing plan.

A Verbal Description

Your long-distance telephone plan charges you $5 per month plus 10 cents per minute
for long-distance calls. Write an equation that describes your monthly telephone bill.

An equation is a simple mathematical expression that describes the relationship
between two or more variables, or quantities that are free to assume different val-
ues in some range. The most common type of equation we’ll work with contains
two types of variables: dependent variables and independent variables. In this ex-
ample, the dependent variable is the dollar amount of your monthly telephone bill
and the independent variable is the variable on which your bill depends, namely,
the volume of long-distance calls you make during the month. Your bill also de-
pends on the $5 monthly fee and the 10 cents per minute charge. But, in this ex-
ample, those amounts are constants, not variables. A constant, also called a
parameter, is a quantity in an equation that is fixed in value, not free to vary. As the
terms suggest, the dependent variable describes an outcome that depends on the
value taken by the independent variable.

Once you’ve identified the dependent variable and the independent variable,
choose simple symbols to represent them. In algebra courses, X is typically used to
represent the independent variable and Y the dependent variable. Many people find
it easier to remember what the variables stand for, however, if they choose symbols
that are linked in some straightforward way to the quantities that the variables
represent. Thus, in this example, we might use B to represent your monthly bill in
dollars and T to represent the total time in minutes you spent during the month on
long-distance calls.

Having identified the relevant variables and chosen symbols to represent them,
you are now in a position to write the equation that links them:

B =35+ 0.10T, (1A.1)

where B is your monthly long-distance bill in dollars and T is your monthly total
long-distance calling time in minutes. The fixed monthly fee (5) and the charge per
minute (0.10) are parameters in this equation. Note the importance of being clear
about the units of measure. Because B represents the monthly bill in dollars, we must
also express the fixed monthly fee and the per-minute charge in dollars, which is why
the latter number appears in Equation 1A.1 as 0.10 rather than 10. Equation 1A.1
follows the normal convention in which the dependent variable appears by itself on
the left-hand side while the independent variable or variables and constants appear
on the right-hand side.

Once we have the equation for the monthly bill, we can use it to calculate how
much you’ll owe as a function of your monthly volume of long-distance calls. For
example, if you make 32 minutes of calls, you can calculate your monthly bill by
simply substituting 32 minutes for T in Equation 1A.1:

B=5+0.10(32) = 8.20 (1A.2)

Your monthly bill when you make 32 minutes of calls is thus equal to $8.20.
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CONCEPT CHECK IA.I

Under the monthly billing plan described in Example [ A.l, how much would you owe
for a month during which you made 45 minutes of long-distance calls?

GRAPHING THE EQUATION OF A
STRAIGHT LINE

The next example shows how to portray the billing plan described in Example 1A.1
as a graph.

Graphing an Equation

Construct a graph that portrays the monthly long-distance telephone billing plan
described in the preceding example, putting your telephone charges, in dollars per
month, on the vertical axis and your total volume of calls, in minutes per month,
on the horizontal axis.

The first step in responding to this instruction is the one we just took, namely, to
translate the verbal description of the billing plan into an equation. When graphing
an equation, the normal convention is to use the vertical axis to represent the depen-
dent variable and the horizontal axis to represent the independent variable. In Fig-
ure 1A.1, we therefore put B on the vertical axis and T on the horizontal axis. One
way to construct the graph shown in the figure is to begin by plotting the monthly
bill values that correspond to several different total amounts of long-distance calls.
For example, someone who makes 10 minutes of calls during the month would
have a bill of B = 5 + 0.10(10) = $6. Thus, in Figure 1A.1 the value of 10 minutes
per month on the horizontal axis corresponds to a bill of $6 per month on the verti-
cal axis (point A). Someone who makes 30 minutes of long-distance calls during the
month will have a monthly bill of B = 5 + 0.10(30) = $8, so the value of 30 min-
utes per month on the horizontal axis corresponds to $8 per month on the vertical
axis (point C). Similarly, someone who makes 70 minutes of long-distance calls dur-
ing the month will have a monthly bill of B = 5 + 0.10(70) = $12, so the value of
70 minutes on the horizontal axis corresponds to $12 on the vertical axis (point D).
The line joining these points is the graph of the monthly billing Equation 1A.1.

As shown in Figure 1A.1, the graph of the equation B = 5 + 0.10T is a straight
line. The parameter 5 is the vertical intercept of the line—the value of B when
T = 0, or the point at which the line intersects the vertical axis. The parameter 0.10 is
the slope of the line, which is the ratio of the rise of the line to the corresponding run.

D __Monthly
bill

B ($/month)
o

| |
0 10 20 30 40 50 60 70

T (minutes/month)

EXAMPLE 1A.2

vertical intercept in a straight
line, the value taken by the de-
pendent variable when the inde-
pendent variable equals zero

slope in a straight line, the
ratio of the vertical distance the
straight line travels between
any two points (rise) to the
corresponding horizontal
distance (run)

FIGURE IA.I

The Monthly Telephone
Bill in Example 1A.I.

The graph of the equation

B =5 + 0.10T is the straight
line shown. Its vertical
intercept is 5 and its slope

is 0.10.
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The ratio rise/run is simply the vertical distance between any two points on the line
divided by the horizontal distance between those points. For example, if we choose
points A and C in Figure 1A.1, the rise is 8 — 6 = 2 and the corresponding run is
30 — 10 = 20, so rise/run = 2/20 = 0.10. More generally, for the graph of any
equation Y = a + bX, the parameter a is the vertical intercept and the parameter b
is the slope.

DERIVING THE EQUATION OF A STRAIGHT
LINE FROM ITS GRAPH

The next example shows how to derive the equation for a straight line from a
graph of the line.

EXAMPLE 1A.3 Deriving an Equation from a Graph

Figure 1A.2 shows the graph of the monthly billing plan for a new long-distance
plan. What is the equation for this graph? How much is the fixed monthly fee
under this plan? How much is the charge per minute?

FIGURE |A.2
Another Monthly Long- 16 D Monthly
Distance Plan. bill
The vertical distance between
points Aand Cis |2 — 8 = 4

units, and the horizontal

N
N

distance between points A
and Cis 40 — 20 = 20, so
the slope of the line is
4/20 = /5 = 0.20.The
vertical intercept (the value 4
of Bwhen T = 0) is 4. So the
equation for the billing plan
shown is B =4 + 0.20T. | | |
0 10 20 30 40 50 60

T (minutes/month)

Run = 20

B ($/month)
©

The slope of the line shown is the rise between any two points divided by the cor-
responding run. For points A and C, rise = 12 — 8 = 4 and run = 40 — 20 = 20,
so the slope equals rise/run = 4/20 = 1/5 = 0.20. And since the horizontal inter-
cept of the line is 4, its equation must be given by

B=4+0.20T. (1A.3)
Under this plan, the fixed monthly fee is the value of the bill when T = 0, which

is $4. The charge per minute is the slope of the billing line, 0.20, or 20 cents per
minute.
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Write the equation for the billing plan shown in the accompanying graph. How much

is its fixed monthly fee?! Its charge per minute?

B ($/month)

Monthly bill

My O

10 15 20 25

T (minutes/month)

w
o

CHANGES INTHEVERTICAL INTERCEPT

AND SLOPE

The next two examples and concept checks provide practice in seeing how a line

shifts with a change in its vertical intercept or slope.

Change in Vertical Intercept

EXAMPLE |1A4

Show how the billing plan whose graph is in Figure I1A.2 would change if the

monthly fixed fee were increased from $4 to $8.

An increase in the monthly fixed fee from $4 to $8 would increase the vertical inter-
cept of the billing plan by $4 but would leave its slope unchanged. An increase in
the fixed fee thus leads to a parallel upward shift in the billing plan by $4, as shown
in Figure 1A.3. For any given number of minutes of long-distance calls, the monthly

Dr

N
o

N
(e}

N
N

B ($/month)

©

New monthly bill

Original monthly bill

FIGURE IA.3

The Effect of an Increase
in the Vertical Intercept.
An increase in the vertical
intercept of a straight line
produces an upward parallel
shift in the line.

30 40
T (minutes/month)

50

60
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FIGURE |A.4

The Effect of an Increase
in the Charge per Minute.
Because the fixed monthly fee
continues to be $4, the
vertical intercept of the new
plan is the same as that of the
original plan. With the new
charge per minute of 40 cents,
the slope of the billing plan
rises from 0.20 to 0.40.

charge on the new bill will be $4 higher than on the old bill. Thus 20 minutes of
calls per month cost $8 under the original plan (point A) but $12 under the new
plan (point A’). And 40 minutes cost $12 under the original plan (point C), $16
under the new plan (point C'); and 60 minutes cost $16 under the original plan
(point D), $20 under the new plan (point D’).

CONCEPT CHECK IA.3

Show how the billing plan whose graph is in Figure 1 A.2 would change if the monthly
fixed fee were reduced from $4 to $2.

Change in Slope

Show how the billing plan whose graph is in Figure 1A.2 would change if the
charge per minute were increased from 20 cents to 40 cents.

Because the monthly fixed fee is unchanged, the vertical intercept of the new billing
plan continues to be 4. But the slope of the new plan, shown in Figure 1A.4, is 0.40,
or twice the slope of the original plan. More generally, in the equation Y = a + bX,
an increase in b makes the slope of the graph of the equation steeper.
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CONCEPT CHECK A4

Show how the billing plan whose graph is in Figure |A.2 would change if the charge
per minute were reduced from 20 cents to 10 cents.

Concept Check 1A.4 illustrates the general rule that in an equation Y = a +
bX, a reduction in b makes the slope of the graph of the equation less steep.

CONSTRUCTING EQUATIONS AND
GRAPHS FROMTABLES

The next example and concept check show how to transform tabular information
into an equation or graph.
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Transforming a Table to a Graph

Table IA.Il shows four points from a monthly long-distance telephone billing
equation. If all points on this billing equation lie on a straight line, find the verti-
cal intercept of the equation and graph it. What is the monthly fixed fee? What is
the charge per minute? Calculate the total bill for a month with | hour of long-
distance calls.

TABLE IA.I
Points on a Long-Distance Billing Plan

Long-distance bill Total long-distance calls
($/month) (minutes/month)
10.50 10
11.00 20
11.50 30
12.00 40

One approach to this problem is simply to plot any two points from the table on
a graph. Since we are told that the billing equation is a straight line, that line must
be the one that passes through any two of its points. Thus, in Figure 1A.5 we use
A to denote the point from Table 1A.1 for which a monthly bill of $11 corre-
sponds to 20 minutes per month of calls (second row) and C to denote the point
for which a monthly bill of $12 corresponds to 40 minutes per month of calls
(fourth row). The straight line passing through these points is the graph of the
billing equation.

Unless you have a steady hand, however, or use extremely large graph paper,
the method of extending a line between two points on the billing plan is unlikely
to be very accurate. An alternative approach is to calculate the equation for the
billing plan directly. Since the equation is a straight line, we know that it takes the
general form B = f + sT where [ is the fixed monthly fee and s is the slope. Our
goal is to calculate the vertical intercept f and the slope s. From the same two
points we plotted earlier, A and C, we can calculate the slope of the billing plan as
s = rise/run = 1/20 = 0.05.

13 e 2— Monthly bill
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§ | : |
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EXAMPLE 1A.6

FIGURE IA.5

Plotting the Monthly
Billing Equation from a
Sample of Points.

Point A is taken from row 2,
Table IA.1,and point C from
row 4. The monthly billing
plan is the straight line that
passes through these points.
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So all that remains is to calculate f, the fixed monthly fee. At point C on
the billing plan, the total monthly bill is $12 for 40 minutes, so we can substitute
B =12,s = 0.05,and T = 40 into the general equation B = f + sT to obtain

12 = f + 0.05(40), (1A.4)
or
12=f+2, (1A.5)
which solves for f = 10. So the monthly billing equation must be
B =10 + 0.05T. (1A.6)

For this billing equation, the fixed fee is $10 per month, the calling charge is 5 cents
per minute ($0.05/minute), and the total bill for a month with 1 hour of long-
distance calls is B = 10 + 0.05(60) = $13, just as shown in Figure 1A.5.

CONCEPT CHECK IA.5

The following table shows four points from a monthly long-distance telephone bill-
ing plan.

Long-distance bill Total long-distance calls
($/month) (minutes/month)
20.00 10
30.00 20
40.00 30
50.00 40

If all points on this billing plan lie on a straight line, find the vertical intercept of
the corresponding equation without graphing it. What is the monthly fixed fee? What
is the charge per minute? How much would the charges be for | hour of long-distance
calls per month?

SOLVING SIMULTANEOUS EQUATIONS

The next example and concept check demonstrate how to proceed when you need
to solve two equations with two unknowns.

EXAMPLE 1A.7 Solving Simultaneous Equations

Suppose you are trying to choose between two rate plans for your long-distance
telephone service. If you choose Plan I, your charges will be computed according
to the equation

B = 10 + 0.04T, (1A.7)

where B is again your monthly bill in dollars and T is your monthly volume of
long-distance calls in minutes. If you choose Plan 2, your monthly bill will be
computed according to the equation

B = 20 + 0.02T. (1A.8)
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How many minutes of long-distance calls would you have to make each month, on
average, to make Plan 2 cheaper?

Plan 1 has the attractive feature of a relatively low monthly fixed fee, but also the
unattractive feature of a relatively high rate per minute. In contrast, Plan 2 has a
relatively high fixed fee but a relatively low rate per minute. Someone who made
an extremely low volume of calls (for example, 10 minutes per month) would do
better under Plan 1 (monthly bill = $10.40) than under Plan 2 (monthly bill =
$20.20) because the low fixed fee of Plan 1 would more than compensate for its
higher rate per minute. Conversely, someone who made an extremely high volume
of calls (say, 10,000 minutes per month) would do better under Plan 2 (monthly
bill = $220) than under Plan 1 (monthly bill = $410) because Plan 2’s lower rate
per minute would more than compensate for its higher fixed fee.

Our task here is to find the break-even calling volume, which is the monthly call-
ing volume for which the monthly bill is the same under the two plans. One way to
answer this question is to graph the two billing plans and see where they cross. At that
crossing point, the two equations are satisfied simultaneously, which means that the
monthly call volumes will be the same under both plans, as will the monthly bills.

In Figure 1A.6, we see that the graphs of the two plans cross at A, where both
yield a monthly bill of $30 for 500 minutes of calls per month. The break-even call-
ing volume for these plans is thus 500 minutes per month. If your calling volume is
higher than that, on average, you will save money by choosing Plan 2. For example,
if you average 700 minutes, your monthly bill under Plan 2 ($34) will be $4 cheaper
than under Plan 1 ($38). Conversely, if you average fewer than 500 minutes each
month, you will do better under Plan 1. For example, if you average only 200 min-
utes, your monthly bill under Plan 1 ($18) will be $6 cheaper than under Plan 2
($24). At 500 minutes per month, the two plans cost exactly the same ($30).

The question posed here also may be answered algebraically. As in the graphi-
cal approach just discussed, our goal is to find the point (T, B) that satisfies both
billing equations simultaneously. As a first step, we rewrite the two billing equa-
tions, one on top of the other, as follows:

B =10 + 0.04T. (Plan1)
B =20+ 0.02T. (Plan2)

As you’ll recall from high school algebra, if we subtract the terms from each side
of one equation from the corresponding terms of the other equation, the resulting

Plan 1

Plan 2

I

B ($/month)
= NN
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FIGURE I1A.6

The Break-Even Volume
of Long-Distance Calls.
When your volume of long-
distance calls is 500 minutes
per month, your monthly bill
will be the same under both
plans. For higher calling
volumes, Plan 2 is cheaper;
Plan | is cheaper for lower
volumes.
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differences must be equal. So if we subtract the terms on each side of the Plan 2
equation from the corresponding terms in the Plan 1 equation, we get

B= 10+ 0.04T (Plan1)
—B=-20-0.02T (—Plan2)

0 =-10 + 0.02T (Plan 1 — Plan 2).
Finally, we solve the last equation (Plan 1 — Plan 2) to get T = 500.

Plugging T = 500 into either plan’s equation, we then find B = 30. For example,
Plan 1’s equation yields 10 + 0.04(500) = 30, as does Plan 2’s: 20 + 0.2(500) = 30.

Because the point (T, B) = (500, 30) lies on the equations for both plans
simultaneously, the algebraic approach just described is often called the method of
simultaneous equations.

CONCEPT CHECK 1A.6

Suppose you are trying to choose between two rate plans for your long-distance
telephone service. If you choose Plan |, your monthly bill will be computed according
to the equation

B=10+0.10T  (Plan I),

where B is again your monthly bill in dollars and T is your monthly volume of long-
distance calls in minutes. If you choose Plan 2, your monthly bill will be computed
according to the equation

B =100+ 0.01T (Plan 2).

Use the algebraic approach described in the preceding example to find the break-even
level of monthly call volume for these plans.

= HEY TERMS =

constant (24)

dependent variable (24)
equation (24)
independent variable (24)

parameter (24) variable (24)

rise (25) vertical intercept (25)
run (25)

slope (25)

= ANSWERS TO APPENDIX CONCEPT CHECKS =

1A.1 To calculate your monthly bill for 45 minutes of calls, substitute 45 minutes
for T in equation 1A.1 to get B = 5 + 0.10(45) = $9.50.

1A.2 Calculating the slope using points A and C, we have rise = 30 — 24 = 6 and
run = 30 — 15 = 15, so rise/run = 6/15 = 2/5 = 0.40. And since the hori-
zontal intercept of the line is 18, its equation is B = 18 + 0.40T. Under this
plan, the fixed monthly fee is $18 and the charge per minute is the slope of
the billing line, 0.40, or 40 cents per minute.
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1A.3 A $2 reduction in the monthly fixed fee would produce a downward parallel
shift in the billing plan by $2.

16 bl D_ Original monthly bill

New monthly bill

B ($/month)

T (minutes/month)

1A.4 With an unchanged monthly fixed fee, the vertical intercept of the new billing
plan continues to be 4. The slope of the new plan is 0.10, half the slope of the
original plan.
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1A.5 Let the billing equation be B = f + sT, where f is the fixed monthly fee and
s is the slope. From the first two points in the table, calculate the slope
s = rise/run = 10/10 = 1.0. To calculate f, we can use the information in
row 1 of the table to write the billing equation as 20 = f + 1.0(10) and solve
for f = 10. So the monthly billing equation must be B = 10 + 1.0T. For this
billing equation, the fixed fee is $10 per month, the calling charge is $1 per
minute, and the total bill for a month with 1 hour of long-distance calls is
B =10 + 1.0(60) = $70.

1A.6 Subtracting the Plan 2 equation from the Plan 1 equation yields the equation
0=-90+0.09T (Plan1 — Plan2),

which solves for T = 1,000. So if you average more than 1,000 minutes of
long-distance calls each month, you’ll do better on Plan 2.
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CHAPTER

Comparative Advantage

uring a stint as a Peace Corps volunteer in rural Nepal, a young eco-

nomic naturalist employed a cook named Birkhaman, who came from

a remote Himalayan village in neighboring Bhutan. Although
Birkhaman had virtually no formal education, he was spectacularly resourceful.
His primary duties, to prepare food and maintain the kitchen, he performed
extremely well. But he also had other skills. He could thatch a roof, butcher a
goat, and repair shoes. An able tinsmith and a good carpenter, he could sew and
fix a broken alarm clock, as well as plaster walls. And he was a local authority
on home remedies.

Birkhaman’s range of skills was broad even in Nepal, where the least-skilled
villager could perform a wide range of services that most Americans hire others
to perform. Why this difference in skills and employment?

One might be tempted to answer that the Nepalese are simply too poor to
hire others to perform these services. Nepal is indeed a poor country, whose in-
come per person is less than one one-fortieth that of the United States. Few
Nepalese have spare cash to spend on outside services. But as reasonable as this
poverty explanation may seem, the reverse is actually the case. The Nepalese do
not perform their own services because they are poor; rather, they are poor
largely because they perform their own services.

The alternative to a system in which everyone is a jack of all trades is one
in which people specialize in particular goods and services, then satisfy their
needs by trading among themselves. Economic systems based on specialization
and the exchange of goods and services are generally far more productive than
those with less specialization. Our task in this chapter is to investigate why
this is so.

LEARNING OBJECTIVES

After reading this chapter,

you should be able to:

Explain and apply the
principle of comparative
advantage.

Explain and apply the
principle of increasing
opportunity cost (also
called the low-hanging
fruit principle).

Identify factors that shift
the menu of production
possibilities.

Explain and apply the
role of comparative
advantage in interna-
tional trade.

Describe why some jobs
are more vulnerable to
outsourcing than others.
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Did this man perform most of his
own services because he was poor,
or was he poor because he per-
formed most of his own services?

Scarcity

EXAMPLE 2.1

i e
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Courtesy of Joe Jamail

Should Joe Jamail prepare his
own will?

absolute advantage one per-
son has an absolute advantage

over another if he or she takes
fewer hours to perform a task
than the other person

comparative advantage one
person has a comparative advan-
tage over another if his or her
opportunity cost of performing
a task is lower than the other
person’s opportunity cost

COMPARATIVE ADVANTAGE

As this chapter will show, the reason that specialization is so productive is com-
parative advantage. Roughly, a person has a comparative advantage at producing a
particular good or service (say, haircuts) if that person is relatively more efficient at
producing haircuts than at producing other goods or services. We will see that we
can all have more of every good and service if each of us specializes in the activities
at which we have a comparative advantage.

This chapter also will introduce the production possibilities curve, which is a
graphical method of describing the combinations of goods and services that an
economy can produce. This tool will allow us to see more clearly how specializa-
tion enhances the productive capacity of even the simplest economy.

EXCHANGE AND OPPORTUNITY COST

The Scarcity Principle (see Chapter 1) reminds us that the opportunity cost of
spending more time on any one activity is having less time available to spend on
others. As the following example makes clear, this principle helps explain why ev-
eryone can do better by concentrating on those activities at which he or she per-
forms best relative to others.

Scarcity Principle

Should Joe Jamail write his own will?

Joe Jamail, known in the legal profession as “The King of Torts,” is the most re-
nowned trial lawyer in American history. And at number 284 on the Forbes list of
the 400 richest Americans, he is also one of the wealthiest, with net assets totaling
more than $1 billion.

But although Mr. Jamail devotes virtually all of his working hours to high-
profile litigation, he is also competent to perform a much broader range of legal
services. Suppose, for example, that he could prepare his own will in two hours,
only half as long as it would take any other attorney. Does that mean that Jamail
should prepare his own will?

On the strength of his talent as a litigator, Jamail earns many millions of dollars a
year, which means that the opportunity cost of any time he spends preparing his will
would be several thousand dollars per hour. Attorneys who specialize in property law
typically earn far less than that amount. Jamail would have little difficulty engaging a
competent property lawyer who could prepare his will for him for less than $800. So
even though Jamail’s considerable skills would enable him to perform this task more
quickly than another attorney, it would not be in his interest to prepare his own will.

In Example 2.1, economists would say that Jamail has an absolute advantage
at preparing his will but a comparative advantage at trial work. He has an absolute
advantage at preparing his will because he can perform that task in less time than
a property lawyer could. Even so, the property lawyer has a comparative advan-
tage at preparing wills because her opportunity cost of performing that task is
lower than Jamail’s.

The point of the preceding example is not that people whose time is valuable
should never perform their own services. That example made the implicit assump-
tion that Jamail would have been equally happy to spend an hour preparing his
will or preparing for a trial. But suppose he was tired of trial preparation and felt
it might be enjoyable to refresh his knowledge of property law. Preparing his own
will might then have made perfect sense! But unless he expected to gain extra sat-
isfaction from performing that task, he would almost certainly do better to hire a
property lawyer. The property lawyer would also benefit, or else she wouldn’t have
offered to prepare wills for the stated price.
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THE PRINCIPLE OF COMPARATIVE ADVANTAGE

One of the most important insights of modern economics is that when two people
(or two nations) have different opportunity costs of performing various tasks, they
can always increase the total value of available goods and services by trading with
one another. The following simple example captures the logic behind this insight.

Comparative Advantage

Should Beth update her own Web page?

Consider a small community in which Beth is the only professional bicycle me-
chanic and Paula is the only professional HTML programmer. Beth also happens
to be an even better HTML programmer than Paula. If the amount of time each of
them takes to perform these tasks is as shown in Table 2.1, and if each regards the
two tasks as equally pleasant (or unpleasant), does the fact that Beth can program
faster than Paula imply that Beth should update her own Web page?

The entries in the table show that Beth has an absolute advantage over Paula
in both activities. While Beth, the mechanic, needs only 20 minutes to update a
Web page, Paula, the programmer, needs 30 minutes. Beth’s advantage over Paula
is even greater when the task is fixing bikes: She can complete a repair in only
10 minutes, compared to Paula’s 30 minutes.

TABLE 2.1
Productivity Information for Paula and Beth
Time to update Time to complete
aWeb page a bicycle repair
Beth 20 minutes 10 minutes
Paula 30 minutes 30 minutes

But the fact that Beth is a better programmer than Paula does 7ot imply that
Beth should update her own Web page. As with the lawyer who litigates instead of
preparing his own will, Paula has a comparative advantage over Beth at program-
ming: She is relatively more productive at programming than Beth. Similarly, Beth
has a comparative advantage in bicycle repair. (Remember that a person has a com-
parative advantage at a given task if his or her opportunity cost of performing that
task is lower than another person’s.)

What is Paula’s opportunity cost of updating a Web page? Since she takes
30 minutes to update each page—the same amount of time she takes to fix a bicycle—
her opportunity cost of updating a Web page is one bicycle repair. In other words,
by taking the time to update a Web page, Paula is effectively giving up the oppor-
tunity to do one bicycle repair. Beth, in contrast, can complete two bicycle repairs
in the time she takes to update a single Web page. For her, the opportunity cost of
updating a Web page is two bicycle repairs. Beth’s opportunity cost of program-
ming, measured in terms of bicycle repairs forgone, is twice as high as Paula’s.
Thus, Paula has a comparative advantage at programming.

The interesting and important implication of the opportunity cost comparison
summarized in Table 2.2 is that the total number of bicycle repairs and Web up-
dates accomplished if Paula and Beth both spend part of their time at each activity
will always be smaller than the number accomplished if each specializes in the ac-
tivity in which she has a comparative advantage. Suppose, for example, that people
in their community demand a total of 16 Web page updates per day. If Beth spent

EXAMPLE 2.2
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TABLE 2.2
Opportunity Costs for Paula and Beth

Opportunity cost of Opportunity cost of

updating a Web page a bicycle repair
Beth 2 bicycle repairs 0.5 Web page update
Paula | bicycle repair | Web page update

half her time updating Web pages and the other half repairing bicycles, an eight-
hour workday would yield 12 Web page updates and 24 bicycle repairs. To complete
the remaining 4 updates, Paula would have to spend two hours programming,
which would leave her six hours to repair bicycles. And since she takes 30 minutes
to do each repair, she would have time to complete 12 of them. So when the two
women try to be jacks-of-all-trades, they end up completing a total of 16 Web page
updates and 36 bicycle repairs.

Consider what would have happened had each woman specialized in her activ-
ity of comparative advantage. Paula could have updated 16 Web pages on her own
and Beth could have performed 48 bicycle repairs. Specialization would have cre-
ated an additional 12 bicycle repairs out of thin air.

© The New Yorker collection 1995 Lee Lorenz from cartoonbank.com.All Rights Reserved.

“We're a natural, Rachel. I handle intellectual
property, and you're a content-provider.”

When computing the opportunity cost of one good in terms of another, we must
pay close attention to the form in which the productivity information is presented.
In Example 2.2, we were told how many minutes each person needed to perform
each task. Alternatively, we might be told how many units of each task each person
can perform in an hour. Work through the following concept check to see how to
proceed when information is presented in this alternative format.
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CONCEPT CHECK 2.1

Should Barb update her own VWeb page!

Consider a small community in which Barb is the only professional bicycle me-
chanic and Pat is the only professional HTML programmer. If their productivity rates
at the two tasks are as shown in the table,and if each regards the two tasks as equally
pleasant (or unpleasant), does the fact that Barb can program faster than Pat imply
that Barb should update her own Web page?

Productivity in programming Productivity in bicycle repair
Pat 2 Web page updates per hour | repair per hour
Barb 3 Web page updates per hour 3 repairs per hour

The principle illustrated by the preceding examples is so important that we
state it formally as one of the core principles of the course:

The Principle of Comparative Advantage: Everyone does best when
each person (or each country) concentrates on the activities for which his or
her opportunity cost is lowest.

Indeed, the gains made possible from specialization based on comparative advan-
tage constitute the rationale for market exchange. They explain why each person
does not devote 10 percent of his or her time to producing cars, 5 percent to
growing food, 25 percent to building housing, 0.0001 percent to performing brain
surgery, and so on. By concentrating on those tasks at which we are relatively
most productive, together we can produce vastly more than if we all tried to be
self-sufficient.

This insight brings us back to Birkhaman the cook. Though Birkhaman’s ver-
satility was marvelous, he was neither as good a doctor as someone who has been
trained in medical school, nor as good a repairman as someone who spends each
day fixing things. If a number of people with Birkhaman’s native talents had joined
together, each of them specializing in one or two tasks, together they would have
enjoyed more and better goods and services than each could possibly have pro-
duced independently. Although there is much to admire in the resourcefulness of
people who have learned through necessity to rely on their own skills, that path is
no route to economic prosperity.

Specialization and its effects provide ample grist for the economic naturalist.
Here’s an example from the world of sports.

The Economic Naturalist 2.1

Where have all the .400 hitters gone?

In baseball, a .400 hitter is a player who averages at least four hits every 10 times he
comes to bat. Though never common in professional baseball, .400 hitters used to appear
relatively frequently. Early in the twentieth century, for example, a player known as Wee
Willie Keeler batted .432, meaning that he got a hit in over 43 percent of his times at bat.
But since Ted Williams of the Boston Red Sox batted .406 in 1941, there has not been a
single .400 hitter in the major leagues. Why not!?

Some baseball buffs argue that the disappearance of the .400 hitter means today’s
baseball players are not as good as yesterday’s. But that claim does not withstand close
examination. For example, today’s players are bigger, stronger, and faster than those of
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Why has no major league
baseball player batted .400 since
Ted Williams did it more than
half a century ago?

Willie Keeler’s day. (Wee Willie himself was just a little over 5 feet,
4 inches, and weighed only 140 pounds.)

Bill James, a leading analyst of baseball history, argues that the
400 hitter has disappeared because the quality of play in the major
leagues has improved, not declined. In particular, pitching and fielding
standards are higher, which makes batting .400 more difficult.

Why has the quality of play in baseball improved? Although there
are many reasons, including better nutrition, training, and equipment,
specialization also has played an important role.' At one time, pitchers
were expected to pitch for the entire game. Now pitching staffs in-
clude pitchers who specialize in starting the game (“starters”), others
who specialize in pitching two or three innings in the middle of the
game (“middle relievers”), and still others who specialize in pitching
only the last inning (“closers”). Each of these roles requires different
skills and tactics. Pitchers also may specialize in facing left-handed or
right-handed batters, in striking batters out, or in getting batters to hit
balls on the ground. Similarly, few fielders today play multiple defensive
positions; most specialize in only one. Some players specialize in de-
fense (to the detriment of their hitting skills); these “defensive special-
ists” can be brought in late in the game to protect a lead. Even in
managing and coaching, specialization has increased markedly. Relief pitchers now have
their own coaches, and statistical specialists use computers to discover the weaknesses
of opposing hitters. The net result of these increases in specialization is that even the
weakest of today’s teams play highly competent defensive baseball. With no “weaklings”
to pick on, hitting .400 over an entire season has become a near-impossible task.

© Bettmann/CORBIS

SOURCES OF COMPARATIVE ADVANTAGE

At the individual level, comparative advantage often appears to be the result of
inborn talent. For instance, some people seem to be naturally gifted at program-
ming computers while others seem to have a special knack for fixing bikes. But
comparative advantage is more often the result of education, training, or experi-
ence. Thus, we usually leave the design of kitchens to people with architectural
training, the drafting of contracts to people who have studied law, and the teaching
of physics to people with advanced degrees in that field.

At the national level, comparative advantage may derive from differences in
natural resources or from differences in society or culture. The United States, which
has a disproportionate share of the world’s leading research universities, has a
comparative advantage in the design of electronic computing hardware and soft-
ware. Canada, which has one of the world’s highest per-capita endowments of
farm and forest land, has a comparative advantage in the production of agricul-
tural products. Topography and climate explain why Colorado specializes in the
skiing industry while Hawaii specializes as an ocean resort.

Seemingly noneconomic factors also can give rise to comparative advantage.
For instance, the emergence of English as the de facto world language gives English-
speaking countries a comparative advantage over non-English-speaking nations in
the production of books, movies, and popular music. Even a country’s institutions
may affect the likelihood that it will achieve comparative advantage in a particular
pursuit. For example, cultures that encourage entrepreneurship will tend to have a
comparative advantage in the introduction of new products, whereas those that
promote high standards of care and craftsmanship will tend to have a comparative
advantage in the production of high-quality variants of established products.

For an interesting discussion of specialization and the decline of the .400 hitter from the perspective of an
evolutionary biologist, see Stephen Jay Gould, Full House (New York: Three Rivers Press, 1996), Part 3.
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The Economic Naturalist 2.2

Televisions and videocassette recorders were developed and first produced in the
United States, but today the United States accounts for only a minuscule share of
the total world production of these products. Why did the United States fail to
retain its lead in these markets?

That televisions and VCRs were developed in the United States is explained in part by the
country’s comparative advantage in technological research, which in turn was supported
by the country’s outstanding system of higher education. Other contributing factors were
high expenditures on the development of electronic components for the military and a
culture that actively encourages entrepreneurship.As for the production of these prod-
ucts, America enjoyed an early advantage partly because the product designs were them-
selves evolving rapidly at first, which favored production facilities located in close
proximity to the product designers. Early production techniques also relied intensively on
skilled labor, which is abundant in the United States. In time, however, product designs
stabilized and many of the more complex manufacturing operations were automated.
Both of these changes gradually led to greater reliance on relatively less-skilled produc-
tion workers.And at that point, factories located in high-wage countries like the United
States could no longer compete with those located in low-wage areas overseas.

RECAP EXCHANGE AND OPPORTUNITY COST

Gains from exchange are possible if trading partners have comparative ad-
vantages in producing different goods and services. You have a comparative
advantage in producing, say, Web pages if your opportunity cost of produc-
ing a Web page—measured in terms of other production opportunities
forgone—is smaller than the corresponding opportunity costs of your trading
partners. Maximum production is achieved if each person specializes in pro-
ducing the good or service in which he or she has the lowest opportunity cost
(the Principle of Comparative Advantage). Comparative advantage makes
specialization worthwhile even if one trading partner is more productive than
others, in absolute terms, in every activity.

COMPARATIVE ADVANTAGE AND
PRODUCTION POSSIBILITIES

Comparative advantage and specialization allow an economy to produce more
than if each person tries to produce a little of everything. In this section, we gain
further insight into the advantages of specialization by introducing a graph that
can be used to describe the various combinations of goods and services that an
economy can produce.

THE PRODUCTION POSSIBILITIES CURVE

We begin with a hypothetical economy in which only two goods are produced: cof-
fee and pine nuts. It is a small island economy and “production” consists either of
picking coffee beans that grow on small bushes on the island’s central valley floor
or of gathering pine nuts that fall from trees on the steep hillsides overlooking the
valley. The more time workers spend picking coffee, the less time they have avail-
able for gathering nuts. So if people want to drink more coffee, they must make do
with a smaller amount of nuts.

Why was the United States
unable to remain competitive as
a manufacturer of televisions
and other electronic equipment?
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production possibilities curve a
graph that describes the maximum
amount of one good that can be
produced for every possible level
of production of the other good

EXAMPLE 2.3

FIGURE 2.1

Susan’s Production
Possibilities.

For the production
relationships given, the
production possibilities
curve is a straight line.

If we know how productive workers are at each activity, we can summarize the
various combinations of coffee and nuts they can produce each day. This menu of
possibilities is known as the production possibilities curve.

To keep matters simple, we begin with an example in which the economy has
only a single worker who can divide her time between the two activities.

Production Possibilities Curve

What is the production possibilities curve for an economy in which Susan is the
only worker?

Consider a society consisting only of Susan, who allocates her production time
between coffee and nuts. She has nimble fingers, a quality that makes her more
productive at picking coffee than at gathering nuts. She can gather 2 pounds of
nuts or pick 4 pounds of coffee in an hour. If she works a total of 6 hours per day,
describe her production possibilities curve—the graph that displays, for each level
of nut production, the maximum amount of coffee that Susan can pick.

The vertical axis in Figure 2.1 shows Susan’s daily production of coffee and the
horizontal axis shows her daily production of nuts. Let’s begin by looking at two
extreme allocations of her time. First, suppose she employs her entire workday
(6 hours) picking coffee. In that case, since she can pick 4 pounds of coffee per hour,
she would pick 24 pounds per day of coffee and gather zero pounds of nuts. That
combination of coffee and nut production is represented by point A in Figure 2.1.
It is the vertical intercept of Susan’s production possibilities curve.

Now suppose, instead, that Susan devotes all her time to gathering nuts. Since
she can gather 2 pounds of nuts per hour, her total daily production would be
12 pounds of nuts. That combination is represented by point D in Figure 2.1, the
horizontal intercept of Susan’s production possibilities curve. Because Susan’s pro-
duction of each good is exactly proportional to the amount of time she devotes to
that good, the remaining points along her production possibilities curve will lie on
the straight line that joins A and D.
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For example, suppose that Susan devotes 4 hours each day to picking coffee
and 2 hours to gathering nuts. She will then end up with (4 hours/day) X (4 pounds/
hour) = 16 pounds of coffee per day and (2 hours/day) X (2 pounds/hour) =
4 pounds of nuts. This is the point labeled B in Figure 2.1. Alternatively, if she
devotes 2 hours to coffee and 4 to nuts, she will get (2 hours/day) X (4 pounds/
hour) = 8 pounds of coffee per day and (4 hours/day) X (2 pounds/hour) = 8 pounds
of nuts. This alternative combination is represented by point C in Figure 2.1.

Since Susan’s production possibilities curve (PPC) is a straight line, its slope is
constant. The absolute value of the slope of Susan’s PPC is the ratio of its vertical
intercept to its horizontal intercept: (24 pounds of coffee/day)/(12 pounds of nuts/
day) = (2 pounds of coffee)/(1 pound of nuts). (Be sure to keep track of the units
of measure on each axis when computing this ratio.) This ratio means that Susan’s
opportunity cost of an additional pound of nuts is 2 pounds of coffee.

Note that Susan’s opportunity cost (OC) of nuts can also be expressed as the
following simple formula:

_loss in coffee

ocC

nuts

(2.1)

gain in nuts ’

where “loss in coffee” means the amount of coffee given up and “gain in nuts”
means the corresponding increase in nuts. Likewise, Susan’s opportunity cost of
coffee is expressed by this formula:

_loss in nuts (2.2)
gain in coffee’ ’

coffee
To say that Susan’s opportunity cost of an additional pound of nuts is 2 pounds of
coffee is thus equivalent to saying that her opportunity cost of a pound of coffee is
% pound of nuts.

The downward slope of the production possibilities curve shown in Figure 2.1
illustrates the Scarcity Principle—the idea that because our resources are limited, hav-
ing more of one good thing generally means having to settle for less of another (see
Chapter 1). Susan can have an additional pound of coffee if she wishes, but only if she
is willing to give up half a pound of nuts. If Susan is the only person in the economy,
her opportunity cost of producing a good becomes, in effect, its price. Thus, the price
she has to pay for an additional pound of coffee is half a pound of nuts, or the price
she has to pay for an additional pound of nuts is 2 pounds of coffee.

Any point that lies either along the production possibilities curve or within it is
said to be an attainable point, meaning that it can be produced with currently avail-
able resources. In Figure 2.2, for example, points A, B, C, D, and E are attainable
points. Points that lie outside the production possibilities curve are said to be unat-
tainable, meaning that they cannot be produced using currently available resources.
In Figure 2.2, F is an unattainable point because Susan cannot pick 16 pounds of
coffee per day and gather 8 pounds of nuts. Points that lie within the curve are said
to be inefficient, in the sense that existing resources would allow for production of
more of at least one good without sacrificing the production of any other good. At
E, for example, Susan is picking only 8 pounds of coffee per day and gathering
4 pounds of nuts. This means that she could increase her coffee harvest by 8 pounds
per day without giving up any nuts (by moving from E to B). Alternatively, Susan
could gather as many as 4 additional pounds of nuts each day without giving up
any coffee (by moving from E to C). An efficient point is one that lies along the
production possibilities curve. At any such point, more of one good can be produced
only by producing less of the other.

Scarcity

O

attainable point any
combination of goods that can
be produced using currently
available resources

unattainable point any
combination of goods that
cannot be produced using
currently available resources

inefficient point any combina-
tion of goods for which cur-
rently available resources enable
an increase in the production of
one good without a reduction in
the production of the other

efficient point any combination
of goods for which currently
available resources do not allow
an increase in the production of
one good without a reduction in
the production of the other
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FIGURE 2.2

Attainable and Efficient
Points on Susan’s
Production Possibilities
Curve.

Points that lie either along the
production possibilities curve
(for example, A, B, C,and D) or
within it (for example, E) are
said to be attainable. Points
that lie outside the production
possibilities curve (for
example, F) are unattainable.
Points that lie along the curve
are said to be efficient, while
those that lie within the curve
are said to be inefficient.

EXAMPLE 2.4

CHAPTER 2 COMPARATIVE ADVANTAGE
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CONCEPT CHECK 2.2

For the PPC shown in Figure 2.2, state whether the following points are attainable
and/or efficient:

a. 20 pounds per day of coffee, 4 pounds per day of nuts.
b. 12 pounds per day of coffee, 6 pounds per day of nuts.

c. 4 pounds per day of coffee, 8 pounds per day of nuts.

HOW INDIVIDUAL PRODUCTIVITY AFFECTS THE SLOPE
AND POSITION OF THE PPC

To see how the slope and position of the production possibilities curve depend on
an individual’s productivity, let’s compare Susan’s PPC to that of Tom, who is less
productive at picking coffee but more productive at gathering nuts.

Productivity Changes

How do changes in productivity affect the opportunity cost of nuts?

Tom is short and has keen eyesight, qualities that make him especially well-suited
for gathering nuts that fall beneath trees on the hillsides. He can gather 4 pounds
of nuts or pick 2 pounds of coffee per hour. If Tom were the only person in the
economy, describe the economy’s production possibilities curve.

We can construct Tom’s PPC the same way we did Susan’s. Note first that if
Tom devotes an entire workday (6 hours) to coffee picking, he ends up with
(6 hours/day) X (2 pounds/hour) = 12 pounds of coffee per day and zero pounds of
nuts. So the vertical intercept of Tom’s PPC is A in Figure 2.3. If instead he devotes
all his time to gathering nuts, he gets (6 hours/day) X (4 pounds/hour) = 24 pounds
of nuts per day and no coffee. That means the horizontal intercept of his PPC is D in
Figure 2.3. Because Tom’s production of each good is proportional to the amount of
time he devotes to it, the remaining points on his PPC will lie along the straight line
that joins these two extreme points.
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For example, if he devotes 4 hours each day to picking coffee and 2 hours to
gathering nuts, he will end up with (4 hours/day) X (2 pounds/hour) = 8 pounds
of coffee per day and (2 hours/day) X (4 pounds/hour) = 8 pounds of nuts per day.
This is the point labeled B in Figure 2.3. Alternatively, if he devotes 2 hours to cof-
fee and 4 to nuts, he will get (2 hours/day) X (2 pounds/hour) = 4 pounds of coffee
per day and (4 hours/day) X (4 pounds/hour) = 16 pounds of nuts. This alternative
combination is represented by point C in Figure 2.3.

How does Tom’s PPC compare with Susan’s? Note in Figure 2.4 that because Tom
is absolutely less productive than Susan at picking coffee, the vertical intercept of his
PPC lies closer to the origin than Susan’s. By the same token, because Susan is abso-
lutely less productive than Tom at gathering nuts, the horizontal intercept of her PPC
lies closer to the origin than Tom’s. For Tom, the opportunity cost of an additional
pound of nuts is %2 pound of coffee, which is one-fourth Susan’s opportunity cost of
nuts. This difference in opportunity costs shows up as a difference in the slopes of their
PPCs: The absolute value of the slope of Tom’s PPC is %2, whereas Susan’s is 2.
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In this example, Tom has both an absolute advantage and a comparative ad-
vantage over Susan in gathering nuts. Susan, for her part, has both an absolute

advantage and a comparative advantage over Tom in picking coffee.

FIGURE 2.3

Tom’s Production
Possibilities Curve.

Tom’s opportunity cost of
producing one pound of nuts
is only half a pound of coffee.

FIGURE 2.4

Individual Production
Possibilities Curves
Compared.

Tom is less productive in
coffee than Susan, but more
productive in nuts.
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EXAMPLE 2.5

We cannot emphasize strongly enough that the principle of comparative ad-
vantage is a relative concept—one that makes sense only when the productivities of
two or more people (or countries) are being compared.

CONCEPT CHECK 2.3

Suppose Susan can pick 2 pounds of coffee per hour or gather 4 pounds of nuts per
hour; Tom can pick | pound of coffee per hour and gather | pound of nuts per hour.
What is Susan’s opportunity cost of gathering a pound of nuts! What is Tom’s oppor-
tunity cost of gathering a pound of nuts? Where does Susan’s comparative advantage
now lie?

THE GAINS FROM SPECIALIZATION AND EXCHANGE

Earlier we saw that a comparative advantage arising from disparities in individual
opportunity costs creates gains for everyone (see Examples 2.1 and 2.2). The fol-
lowing example shows how the same point can be illustrated using production
possibility curves.

Specialization

How costly is failure to specialize?

Suppose that in Example 2.4 Susan and Tom had divided their time so that each
person’s output consisted of half nuts and half coffee. How much of each good
would Tom and Susan have been able to consume? How much could they have
consumed if each had specialized in the activity for which he or she enjoyed a com-
parative advantage?

Since Tom can produce twice as many pounds of nuts in an hour as pounds of
coffee, to produce equal quantities of each, he must spend 2 hours picking coffee
for every hour he devotes to gathering nuts. And since he works a 6-hour day, that
means spending 2 hours gathering nuts and 4 hours picking coffee. Dividing his
time in this way, he will end up with 8 pounds of coffee per day and 8 pounds of
nuts. Similarly, since Susan can produce twice as many pounds of coffee in an hour
as pounds of nuts, to pick equal quantities of each, she must spend 2 hours gather-
ing nuts for every hour she devotes to picking coffee. And since she too works a
6-hour day, that means spending 2 hours picking coffee and 4 hours gathering
nuts. So, like Tom, she will end up with 8 pounds of coffee per day and 8 pounds
of nuts. (See Figure 2.5.) Their combined daily production will thus be 16 pounds
of each good. By contrast, had they each specialized in their respective activities
of comparative advantage, their combined daily production would have been
24 pounds of each good.

If they exchange coffee and nuts with one another, each can consume a combi-
nation of the two goods that would have been unattainable if exchange had not
been possible. For example, Susan can give Tom 12 pounds of coffee in exchange
for 12 pounds of nuts, enabling each to consume 4 pounds per day more of each good
than when each produced and consumed alone. Note that point E in Figure 2.5,
which has 12 pounds per day of each good, lies beyond each person’s PPC, yet is
easily attainable with specialization and exchange.
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As the following concept check illustrates, the gains from specialization grow
larger as the difference in opportunity costs increases.

CONCEPT CHECK 2.4

How do differences in opportunity cost affect the gains from specialization?

Susan can pick 5 pounds of coffee or gather | pound of nuts in an hour. Tom can
pick | pound of coffee or gather 5 pounds of nuts in an hour. Assuming they again
work 6-hour days and want to consume coffee and nuts in equal quantities, by how
much will specialization increase their consumption compared to the alternative in
which each produced only for his or her own consumption?

Although the gains from specialization and exchange grow with increases in
the differences in opportunity costs among trading partners, these differences alone
still seem insufficient to account for the enormous differences in living standards
between rich and poor countries. Average income in the 20 richest countries in the
year 2008, for example, was over $47,000 per person, compared to only $400 per
person in the 20 poorest countries.? Although we will say more later about special-
ization’s role in explaining these differences, we first discuss how to construct the
PPC for an entire economy and examine how factors other than specialization
might cause it to shift outward over time.

A PRODUCTION POSSIBILITIES CURVE FOR A
MANY-PERSON ECONOMY

Although most actual economies consist of millions of workers, the process of con-
structing a production possibilities curve for an economy of that size is really no
different from the process for a one-person economy. Consider again an economy
in which the only two goods are coffee and nuts, with coffee again on the vertical
axis and nuts on the horizontal axis. The vertical intercept of the economy’s PPC is
the total amount of coffee that could be picked if all available workers worked

’High-income countries: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany,
Iceland, Ireland, Japan, Kuwait, Luxembourg, Netherlands, Norway, Qatar, Sweden, Switzerland,
United Arab Republic, United Kingdom, and United States. Low-income countries: Afghanistan, Burundi,
Central African Republic, Congo, East Timor, Eritrea, Ethiopia, Guinea-Bisau, Liberia, Madagascar,
Malawi, Mali, Mozambique, Nepal, Niger, Rwanda, Sierra Leone, Somalia, Tanzania, and Uganda.
(Sources: Richest 20: IMF World Economic Outlook Database. Poorest 20: CIA World Factbook.)

FIGURE 2.5

Production without
Specialization.

When Tom and Susan divide
their time so that each
produces the same number
of pounds of coffee and nuts,
they can consume a total

of 16 pounds of coffee and
16 pounds of nuts each day.
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FIGURE 2.6

Production Possibilities
Curve for a Large
Economy.

For an economy with millions
of workers, the PPC typically
has a gentle outward bow
shape.
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full time picking coffee. Thus, the maximum attainable amount of coffee production
is shown for the hypothetical economy in Figure 2.6 as 100,000 pounds per day
(an amount chosen arbitrarily, for illustrative purposes). The horizontal intercept
of the PPC is the amount of nuts that could be gathered if all available workers
worked full time gathering nuts, shown for this same economy as 80,000 pounds
per day (also an amount chosen arbitrarily). But note that the PPC shown in the
diagram is not a straight line—as in the earlier examples involving only a single
worker—but rather a curve that is bowed out from the origin.

We’ll say more in a moment about the reasons for this shape. But first note that a
bow-shaped PPC means that the opportunity cost of producing nuts increases as the
economy produces more of them. Notice, for example, that when the economy moves
from A, where it is producing only coffee, to B, it gets 20,000 pounds of nuts per day
by giving up only 5,000 pounds per day of coffee. When nut production is increased
still further, however—for example, by moving from B to C—the economy again
gives up 5,000 pounds per day of coffee, yet this time gets only 10,000 additional
pounds of nuts. This pattern of increasing opportunity cost persists over the entire
length of the PPC. For example, note that in moving from D to E, the economy again
gives up 5,000 pounds per day of coffee but now gains only 2,000 pounds a day
of nuts. Note, finally, that the same pattern of increasing opportunity cost applies to
coffee. Thus, as more coffee is produced, the opportunity cost of producing additional
coffee—as measured by the amount of nuts that must be sacrificed—also rises.

Why is the PPC for the multiperson economy bow-shaped? The answer lies in
the fact that some resources are relatively well-suited for gathering nuts while others
are relatively well-suited for picking coffee. If the economy is initially producing only
coffee and wants to begin producing some nuts, which workers will it reassign?
Recall Susan and Tom, the two workers discussed in the preceding example, in which
Tom’s comparative advantage was gathering nuts and Susan’s comparative advan-
tage was picking coffee. If both workers were currently picking coffee and you
wanted to reassign one of them to gather nuts instead, whom would you send? Tom
would be the clear choice, because his departure would cost the economy only half
as much coffee as Susan’s and would augment nut production by twice as much.

The principle is the same in any large multiperson economy, except that the
range of opportunity cost differences across workers is even greater than in the
earlier two-worker example. As we keep reassigning workers from coffee produc-
tion to nut production, sooner or later we must withdraw even coffee specialists
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like Susan from coffee production. Indeed, we must eventually reassign others
whose opportunity cost of producing nuts is far higher than hers.

The shape of the production possibilities curve shown in Figure 2.6 illustrates
the general principle that when resources have different opportunity costs, we
should always exploit the resource with the lowest opportunity cost first. We call
this the low-hanging-fruit principle, in honor of the fruit picker’s rule of picking
the most accessible fruit first:

The Principle of Increasing Opportunity Cost (also called “The
Low-Hanging-Fruit Principle’): In expanding the production of any
good, first employ those resources with the lowest opportunity cost,and only
afterward turn to resources with higher opportunity costs.

A Note on the Logic of the Fruit Picker’s Rule

Why should a fruit picker harvest the low-hanging fruit first? This rule makes sense
for several reasons. For one, the low-hanging fruit is easier (and hence cheaper) to
pick, and if he planned on picking only a limited amount of fruit to begin with, he
would clearly come out ahead by avoiding the less-accessible fruit on the higher
branches. But even if he planned on picking all the fruit on the tree, he would do
better to start with the lower branches first because this would enable him to enjoy
the revenue from the sale of the fruit sooner.

The fruit picker’s job can be likened to the task confronting a new CEO who has
been hired to reform an inefficient, ailing company. The CEO has limited time and
attention, so it makes sense to focus first on problems that are relatively easy to cor-
rect and whose elimination will provide the biggest improvements in performance—
the low-hanging fruit. Later on, the CEO can worry about the many smaller
improvements needed to raise the company from very good to excellent.

Again, the important message of the low-hanging-fruit principle is to be sure to
take advantage of your most favorable opportunities first.

RECAP COMPARATIVE ADVANTAGE AND PRODUCTION
POSSIBILITIES

For an economy that produces two goods, the production possibilities curve
describes the maximum amount of one good that can be produced for every
possible level of production of the other good. Attainable points are those
that lie on or within the curve and efficient points are those that lie along the
curve. The slope of the production possibilities curve tells us the opportunity
cost of producing an additional unit of the good measured along the horizon-
tal axis. The principle of Increasing Opportunity Cost, or the Low-Hanging-
Fruit Principle, tells us that the slope of the production possibilities curve
becomes steeper as we move downward to the right. The greater the differ-
ences among individual opportunity costs, the more bow-shaped the produc-
tion possibilities curve will be; and the more bow-shaped the production
possibilities curve, the greater will be the potential gains from specialization.

FACTORS THAT SHIFT THE ECONOMY’S
PRODUCTION POSSIBILITIES CURVE

As its name implies, the production possibilities curve provides a summary of the
production options open to any society. At any given moment, the PPC confronts
society with a trade-off. The only way people can produce and consume more nuts
is to produce and consume less coffee. In the long run, however, it is often possible

Q

Increasing
Opportunity Cost
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FIGURE 2.7

Economic Growth:An
Outward Shift in the
Economy’s PPC.
Increases in productive
resources (such as labor and
capital equipment) or
improvements in knowledge
and technology cause the
PPC to shift outward. They
are the main factors that
drive economic growth.

Original PPC
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to increase production of all goods. This is what is meant when people speak of
economic growth. As shown in Figure 2.7, economic growth is an outward shift in
the economy’s production possibilities curve. It can result from increases in the
amount of productive resources available or from improvements in knowledge or
technology that render existing resources more productive.

What causes the quantity of productive resources to grow in an economy? One
factor is investment in new factories and equipment. When workers have more and
better equipment to work with, their productivity increases, often dramatically. This
is surely an important factor behind the differences in living standards between rich
and poor countries. According to one study, for example, the value of capital invest-
ment per worker in the United States is about 30 times as great as in Nepal.3

Such large differences in capital per worker don’t occur all at once. They are a
consequence of decades, even centuries, of differences in rates of savings and in-
vestment. Over time, even small differences in rates of investment can translate into
extremely large differences in the amount of capital equipment available to each
worker. Differences of this sort are often self-reinforcing: Not only do higher rates
of saving and investment cause incomes to grow, but the resulting higher income
levels also make it easier to devote additional resources to savings and investment.
Over time, then, even small initial productivity advantages from specialization can
translate into very large income gaps.

Population growth also causes an economy’s PPC curve to shift outward and
thus is often listed as one of the sources of economic growth. But because popula-
tion growth also generates more mouths to feed, it cannot by itself raise a country’s
standard of living. Indeed it may even cause a decline in the standard of living if
existing population densities have already begun to put pressure on available land,
water, and other resources.

Perhaps the most important sources of economic growth are improvements in
knowledge and technology. As economists have long recognized, such improve-
ments often lead to higher output through increased specialization. Improvements
in technology often occur spontaneously. More frequently they are directly or indi-
rectly the result of increases in education.

Earlier we discussed a two-person example in which individual differences in
opportunity cost led to a tripling of output from specialization (Concept Check 2.4).

3Alan Heston and Robert Summers, “The Penn World Table (Mark 5): An Expanded Set of International
Comparisons, 1950-1988,” Quarterly Journal of Economics, May 1991, pp. 327-68.
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Real-world gains from specialization often are far more spectacular than those in
the example. One reason is that specialization not only capitalizes on preexisting
differences in individual skills but also deepens those skills through practice and
experience. Moreover, it eliminates many of the switching and start-up costs people
incur when they move back and forth among numerous tasks. These gains apply
not only to people but also to the tools and equipment they use. Breaking a task
down into simple steps, each of which can be performed by a different machine,
greatly multiplies the productivity of individual workers.

Even in simple settings, these factors can combine to increase productivity
hundreds- or even thousands-fold. Adam Smith, the Scottish philosopher who is
remembered today as the founder of modern economics, was the first to recognize
the enormity of the gains made possible by the division and specialization of labor.
Consider, for instance, his description of work in an eighteenth-century Scottish
pin factory:

One man draws out the wire, another straightens it, a third cuts it, a
fourth points it, a fifth grinds it at the top for receiving the head; to
make the head requires two or three distinct operations . . . I have
seen a small manufactory of this kind where only ten men were em-
ployed . . . [who] could, when they exerted themselves, make among
them about twelve pounds of pins in a day. There are in a pound up-
wards of four thousand pins of middling size. Those ten persons,
therefore, could make among them upwards of forty-eight thousand
pins in a day. Each person, therefore, making a tenth part of forty-
eight thousand pins, might be considered as making four thousand
eight hundred pins in a day. But if they had all wrought separately
and independently, and without any of them having been educated to
this peculiar business, they certainly could not each of them have
made twenty, perhaps not one pin in a day.*

The gains in productivity that result from specialization are indeed often pro-
digious. They constitute the single most important explanation for why societies
that don’t rely heavily on specialization and exchange have failed to keep pace.

WHY HAVE SOME COUNTRIES BEEN SLOW TO SPECIALIZE?

You may be asking yourself, “If specialization is such a great thing, why don’t
people in poor countries like Nepal just specialize?” If so, you’re in good company.
Adam Smith spent many years attempting to answer precisely the same question.
In the end, his explanation was that population density is an important precondi-
tion for specialization. Smith, ever the economic naturalist, observed that work
tended to be far more specialized in the large cities of England in the eighteenth
century than in the rural highlands of Scotland:

In the lone houses and very small villages which are scattered about
in so desert a country as the Highlands of Scotland, every farmer
must be butcher, baker and brewer for his own family. . .. A country
carpenter . . . is not only a carpenter, but a joiner, a cabinet maker,
and even a carver in wood, as well as a wheelwright, a ploughwright,
a cart and waggon maker.’

In contrast, each of these same tasks was performed by a different specialist in
the large English and Scottish cities of Smith’s day. Scottish highlanders also would
have specialized had they been able to, but the markets in which they participated
were simply too small and fragmented. Of course, high population density by itself

4Adam Smith, The Wealth of Nations (New York: Everyman’s Library, 1910 [1776]), book 1.
’Id., chapter 3.
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Can specialization proceed
too far?

Drawing by Gini Kennedy

provides no guarantee that specialization will result in rapid economic growth. But
especially before the arrival of modern shipping and electronic communications tech-
nology, low population density was a definite obstacle to gains from specialization.

Nepal remains one of the most remote and isolated countries on the planet. As
recently as the mid-1960s, its average population density was less than 30 people per
square mile (as compared, for example, to more than 1,000 people per square mile in
New Jersey). Specialization was further limited by Nepal’s rugged terrain. Exchanging
goods and services with residents of other villages was difficult, because the nearest
village in most cases could be reached only after trekking several hours, or even days,
over treacherous Himalayan trails. More than any other factor, this extreme isolation
accounts for Nepal’s longstanding failure to benefit from widespread specialization.

Population density is by no means the only important factor that influences the
degree of specialization. Specialization may be severely impeded, for example, by
laws and customs that limit people’s freedom to transact freely with one another.
The communist governments of North Korea and the former East Germany re-
stricted exchange severely, which helps explain why those countries achieved far
less specialization than South Korea and the former West Germany, whose govern-
ments were far more supportive of exchange.

CAN WE HAVE TOO MUCH SPECIALIZATION?

Of course, the mere fact that specialization boosts productivity does not mean that
more specialization is always better than less, for specialization also entails costs.
For example, most people appear to enjoy variety in the work they do, yet variety
tends to be one of the first casualties as workplace tasks become ever more nar-
rowly specialized.
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Indeed, one of Karl Marx’s central themes was that the fragmentation of work-
place tasks often exacts a heavy psychological toll on workers. Thus, he wrote,

All means for the development of production . . . mutilate the laborer
into a fragment of a man, degrade him to the level of an appendage of
a machine, destroy every remnant of charm in his work and turn it
into hated toil.®

Charlie Chaplin’s 1936 film Modern Times paints a vivid portrait of the psy-
chological costs of repetitive factory work. As an assembly worker, Chaplin’s only

¢Karl Marx, Das Kapital (New York: Modern Library), pp. 708, 709.
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task, all day every day, is to tighten the nuts on two bolts as they pass before him
on the assembly line. Finally, he snaps and staggers from the factory, wrenches in
hand, tightening every nutlike protuberance he encounters.

Do the extra goods made possible by specialization simply come at too high a
price? We must certainly acknowledge at least the potential for specialization to pro-
ceed too far. Yet specialization need not entail rigidly segmented, mind-numbingly
repetitive work. And it is important to recognize that failure to specialize entails costs
as well. Those who don’t specialize must accept low wages or work extremely long
hours.

When all is said and done, we can expect to meet life’s financial obligations in
the shortest time—thereby freeing up more time to do whatever else we wish—if
we concentrate at least a significant proportion of our efforts on those tasks for
which we have a comparative advantage.

COMPARATIVE ADVANTAGE AND
INTERNATIONAL TRADE

The same logic that leads the individuals in an economy to specialize and exchange
goods with one another also leads nations to specialize and trade among them-
selves. As with individuals, each nation can benefit from exchange, even though
one may be generally more productive than the other in absolute terms.

The Economic Naturalist 2.3

If trade between nations is so beneficial, why are free-trade agreements so
controversial?

One of the most heated issues in the 1996 presidential campaign was President Clinton’s
support for the North American Free Trade Agreement (NAFTA), a treaty to sharply
reduce trade barriers between the United States and its immediate neighbors north and
south. The treaty attracted fierce opposition from third-party candidate Ross Perot, who
insisted that it would mean unemployment for millions of American workers. If exchange
is so beneficial, why does anyone oppose it?

The answer is that while reducing barriers to international trade increases the total
value of all goods and services produced in each nation, it does not guarantee that each
individual citizen will do better. One specific concern regarding NAFTA was that it would
help Mexico to exploit a comparative advantage in the production of goods made by
unskilled labor. Although U.S. consumers would benefit from reduced prices for such
goods, many Americans feared that unskilled workers in the United States would lose
their jobs to workers in Mexico.

In the end, NAFTA was enacted over the vociferous opposition of American labor
unions. So far, however, studies have failed to detect significant overall job losses among
unskilled workers in the United States, although there have been some losses in specific
industries.

OUTSOURCING

An issue very much in the news in recent years has been the outsourcing of U.S.
service jobs. Although the term once primarily meant having services performed by
subcontractors anywhere outside the confines of the firm, increasingly it connotes
the act of replacing relatively expensive American service workers with much
cheaper service workers in overseas locations.

A case in point is the transcription of medical records. In an effort to maintain
accurate records, many physicians dictate their case notes for later transcription after
examining their patients. In the past, transcription was often performed by the

If free trade is so great, why do
so many people oppose it?

outsourcing a term increasingly
used to connote having services
performed by low-wage workers
overseas
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physician’s secretary in spare moments. But secretaries also must attend to a variety of
other tasks that disrupt concentration. They must answer phones, serve as reception-
ists, prepare correspondence, and so on. As insurance disputes and malpractice litiga-
tion became more frequent during the 1980s and 1990s, errors in medical records
became much more costly to physicians. In response, many turned to independent
companies that offered transcription services by full-time, dedicated specialists.

These companies typically served physicians whose practices were located in
the same community. But while many of the companies that manage transcription
services are still located in the United States, an increasing fraction of the actual
work itself is now performed outside the United States. For example, Eight Cross-
ings, a company headquartered in northern California, enables physicians to up-
load voice dictation files securely to the internet, whereupon they are transmitted
to transcribers who perform the work in India. The finished documents are then
transmitted back, in electronic form, to physicians, who may edit and even sign
them online. The advantage for physicians, of course, is that the fee for this service
is much lower than for the same service performed domestically because wage rates
in India are much lower than in the United States.

In China, Korea, Indonesia, India, and elsewhere, even highly skilled profes-
sionals still earn just a small fraction of what their counterparts in the United
States are paid. Accordingly, companies face powerful competitive pressure to im-
port not just low-cost goods from overseas suppliers, but also a growing array of
professional services.

As Microsoft chairman Bill Gates put it in a 1999 interview,

As a business manager, you need to take a hard look at your core
competencies. Revisit the areas of your company that aren’t directly
involved in those competencies, and consider whether Web technolo-
gies can enable you to spin off those tasks. Let another company take
over the management responsibilities for that work, and use modern
communication technology to work closely with the people—now
partners instead of employees are doing the work. In the Web work
style, employees can push the freedom the Web provides to its limits.

In economic terms, the outsourcing of services to low-wage foreign workers is
exactly analogous to the importation of goods manufactured by low-wage foreign
workers. In both cases, the resulting cost savings benefit consumers in the United
States. And in both cases, jobs in the United States may be put in jeopardy, at least
temporarily. An American manufacturing worker’s job is at risk if it is possible to
import the good he produces from another country at lower cost. By the same to-
ken, an American service worker’s job is at risk if a lower-paid worker can perform
that same service somewhere else.

The Economic Naturalist 2.4

Is PBS economics reporter Paul Solman’s job a likely candidate for outsourcing?

Paul Solman and his associate Lee Koromvokis produce video segments that provide in-
depth analysis of current economic issues for the PBS evening news program The News
Hour with Jim Lehrer. Is it likely that his job will someday be outsourced to a low-wage
reporter from Hyderabad?

In a recent book, the economists Frank Levy and Richard Murnane attempt to iden-
tify the characteristics of a job that make it a likely candidate for outsourcing.’” In their
view, any job that is amenable to computerization is also vulnerable to outsourcing. To

7Frank Levy and Richard Murnane, The New Division of Labor: How Computers Are Creating the
Next Job Market (Princeton, NJ: Princeton University Press, 2004).
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computerize a task means to break it down into units that can be managed with simple
rules. ATM machines, for example, were able to replace many of the tasks that bank tell-
ers once performed because it was straightforward to reduce these tasks to a simple
series of questions that a machine could answer. By the same token, the workers in off-
shore call centers who increasingly book our airline and hotel reservations are basically
following simple scripts much like computer programs.

So the less rules-based a job is, the less vulnerable it is to outsourcing. Safest of all are
those that Levy and Murnane describe as “face-to-face” jobs. Unlike most rules-based jobs,
these jobs tend to involve complex face-to-face communication with other people, pre-
cisely the kind of communication that dominates Mr. Solman’s economics reporting.

In an interview for the NewsHour, Solman asked Levy what he meant, exactly, by
“complex communication.”

“Suppose | say the word bill,” Levy responded,“and you hear that. And the
question is what does that mean? ... Am | talking about a piece of cur-
rency! Am | talking about a piece of legislation, the front end of a duck?
The only way you're going to answer that is to think about the whole
context of the conversation. But that’s very complicated work to break
down into some kind of software.”®

Levy and Murnane describe a second category of tasks that are less vulnerable to
outsourcing—namely, those that for one reason or another require the worker to be physi-
cally present. For example, it is difficult to see how someone in China or India could build an
addition to someone’s house in a Chicago suburb or repair a blown head gasket on some-
one’s Chevrolet Corvette in Atlanta or fill a cavity in someone’s tooth in Los Angeles.

So on both counts, Paul Solman’s job appears safe for the time being. Because it in-
volves face-to-face, complex communication, and because many of his interviews can be
conducted only in the United States, it is difficult to see how a reporter from Hyderabad
could displace him.

Of course, the fact that a job is relatively safe does not mean that it is com-
pletely sheltered. For example, although most dentists continue to think themselves
immune from outsourcing, it is now possible for someone requiring extensive den-
tal work to have the work done in New Delhi and still save enough to cover his
airfare and a two-week vacation in India.

There are more than 135 million Americans in the labor force. Every three months
or so, approximately 7 million of them lose their jobs and 7 million find new ones. At
various points in your life, you are likely to be among this group in transition. In the
long run, the greatest security available to you or any other worker is the ability to
adapt quickly to new circumstances. Having a good education provides no guarantee
against losing your job, but it should enable you to develop a comparative advantage
at the kinds of tasks that require more than just executing a simple set of rules.

RECAP COMPARATIVE ADVANTAGE AND INTERNATIONAL
TRADE

Nations, like individuals, can benefit from exchange, even though one trading
partner may be more productive than the other in absolute terms. The greater
the difference between domestic opportunity costs and world opportunity
costs, the more a nation benefits from exchange with other nations. But ex-
pansions of exchange do not guarantee that each individual citizen will do
better. In particular, unskilled workers in high-wage countries may be hurt in
the short run by the reduction of barriers to trade with low-wage nations.

8www.pbs.org/newshour/bb/economy/july-dec04/jobs_8-16.html.

Courtesy MacNeil/Lehrer Productions

Is a low-wage foreign economics
reporter likely to replace Paul
Solman?
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= SUMMARY =

® One person has an absolute advantage over another
in the production of a good if she can produce more
of that good than the other person. One person has
a comparative advantage over another in the pro-
duction of a good if she is relatively more efficient
than the other person at producing that good, mean-
ing that her opportunity cost of producing it is lower
than her counterpart’s. Specialization based on com-
parative advantage is the basis for economic ex-
change. When each person specializes in the task at
which he or she is relatively most efficient, the eco-
nomic pie is maximized, making possible the largest
slice for everyone. (LO1)

® At the individual level, comparative advantage may
spring from differences in talent or ability or from dif-
ferences in education, training, and experience. At the
national level, sources of comparative advantage in-
clude those innate and learned differences, as well as
differences in language, culture, institutions, climate,
natural resources, and a host of other factors. (LO1)

® The production possibilities curve is a simple device
for summarizing the possible combinations of output
that a society can produce if it employs its resources
efficiently. In a simple economy that produces only
coffee and nuts, the PPC shows the maximum quantity
of coffee production (vertical axis) possible at each level
of nut production (horizontal axis). The slope of the
PPC at any point represents the opportunity cost of nuts
at that point, expressed in pounds of coffee. (LO3)

e All production possibilities curves slope downward

because of the Scarcity Principle, which states that
the only way a consumer can get more of one good is
to settle for less of another. In economies whose
workers have different opportunity costs of produc-
ing each good, the slope of the PPC becomes steeper
as consumers move downward along the curve. This
change in slope illustrates the Principle of Increasing
Opportunity Cost (or the Low-Hanging-Fruit Princi-
ple), which states that in expanding the production of
any good, a society should first employ those re-
sources that are relatively efficient at producing that
good, only afterward turning to those that are less
efficient. (LO2)

Factors that cause a country’s PPC to shift outward
over time include investment in new factories and
equipment, population growth, and improvements in
knowledge and technology. (LO3)

The same logic that prompts individuals to specialize
in their production and exchange goods with one an-
other also leads nations to specialize and trade with
one another. On both levels, each trading partner can
benefit from an exchange, even though one may be
more productive than the other, in absolute terms, for
each good. For both individuals and nations, the ben-
efits of exchange tend to be larger the larger the dif-
ferences are between the trading partners’ opportunity
costs. (LO4)

= (OREPRINCIPLES =

Comparative Advantage ( ’

The Principle of Comparative Advantage
Everyone does best when each person (or each country) concentrates

on the activities for which his or her opportunity cost is lowest.

Increasing
Opportunity Cost

The Principle of Increasing Opportunity Cost (also called “The
Low-Hanging-Fruit Principle”)
In expanding the production of any good, first employ those re-

sources with the lowest opportunity cost, and only afterward turn to
resources with higher opportunity costs.

= KEY TERMS =

absolute advantage (36)
attainable point (43)
comparative advantage (36)

efficient point (43)
inefficient point (43)
outsourcing (53)

production possibilities curve (42)
unattainable point (43)
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= REVIEW QUESTIONS =

. Explain what “having a comparative advantage” at
producing a particular good or service means. What
does “having an absolute advantage” at producing
a good or service mean? (LO1)

. How will a reduction in the number of hours
worked each day affect an economy’s production
possibilities curve? (LO3)

4. Why does saying that people are poor because they

do not specialize make more sense than saying that
people perform their own services because they are
poor? (LO1)

5. What factors have helped the United States to be-

come the world’s leading exporter of movies, books,
and popular music? (LO3)

. How will technological innovations that boost
labor productivity affect an economy’s production
possibilities curve? (LO3)

= PROBLEMS =

. Ted can wax 4 cars per day or wash 12 cars. Tom can wax 3 cars per day or
wash 6. What is each man’s opportunity cost of washing a car? Who has a
comparative advantage in washing cars? (LO1)

. Ted can wax a car in 20 minutes or wash a car in 60 minutes. Tom can wax a car
in 15 minutes or wash a car in 30 minutes. What is each man’s opportunity cost
of washing a car? Who has a comparative advantage in washing cars? (LO1)

. Toby can produce 5 gallons of apple cider or 2.5 ounces of feta cheese per hour.
Kyle can produce 3 gallons of apple cider or 1.5 ounces of feta cheese per hour.
Can Toby and Kyle benefit from specialization and trade? Explain. (LO1)

. Nancy and Bill are auto mechanics. Nancy takes 4 hours to replace a clutch
and 2 hours to replace a set of brakes. Bill takes 6 hours to replace a clutch and
2 hours to replace a set of brakes. State whether anyone has an absolute
advantage at either task and, for each task, identify who has a comparative
advantage. (LO1)

. Consider a society consisting only of Helen, who allocates her time between
sewing dresses and baking bread. Each hour she devotes to sewing dresses
yields 4 dresses and each hour she devotes to baking bread yields 8 loaves of
bread. If Helen works a total of 8 hours per day, graph her production possi-
bilities curve. (LO3)

. Refer to the Problem 5. Which of the points listed below is efficient? Which is
attainable? (LO3)

a. 28 dresses per day, 16 loaves per day.

b. 16 dresses per day, 32 loaves per day.

c. 18 dresses per day, 24 loaves per day.

. Suppose that in Problem 5 a sewing machine is introduced that enables Helen
to sew 8 dresses per hour rather than only 4. Show how this development
shifts her production possibilities curve. (LO3)

. Refer to Problems 5 and 7 to explain what is meant by the following state-
ment: “An increase in productivity with respect to any one good increases our
options for producing and consuming all other goods.” (LO3)

. Susan can pick 4 pounds of coffee in an hour or gather 2 pounds of nuts. Tom
can pick 2 pounds of coffee in an hour or gather 4 pounds of nuts. Each works
6 hours per day. (LO2)

a. What is the maximum number of pounds of coffee the two can pick in a day?
b. What is the maximum number of pounds of nuts the two can gather in a day?

m connect
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C

. If Susan and Tom were picking the maximum number of pounds of coffee
when they decided that they would like to begin gathering 4 pounds of nuts
per day, who would gather the nuts, and how many pounds of coffee would
they still be able to pick?

. Now suppose Susan and Tom were gathering the maximum number of
pounds of nuts when they decided that they would like to begin picking
8 pounds of coffee per day. Who would pick the coffee, and how many
pounds of nuts would they still be able to gather?

. Would it be possible for Susan and Tom in total to gather 26 pounds of nuts
and pick 20 pounds of coffee each day? If so, how much of each good
should each person pick?

107 Refer to the two-person economy described in the Problem 9. (LO1)

a

. Is the point at 30 pounds of coffee per day, 12 pounds of nuts per day an
attainable point? Is it an efficient point? What about the point at 24 pounds
of coffee per day, 24 pounds of nuts per day?

. On a graph with pounds of coffee per day on the vertical axis and pounds
of nuts per day on the horizontal axis, show all the points you identified in
Problem 9, parts a—e, and problem 10a. Connect these points with straight
lines. Is the result the PPC for the economy consisting of Susan and Tom?

. Suppose that Susan and Tom could buy or sell coffee and nuts in the world
market at a price of $2 per pound for coffee and $2 per pound for nuts.
If each person specialized completely in the good for which he or she had
a comparative advantage, how much could they earn by selling all their
produce?

. At the prices just described, what is the maximum amount of coffee Susan
and Tom could buy in the world market? The maximum amount of nuts?
Would it be possible for them to consume 40 pounds of nuts and 8 pounds
of coffee each day?

. In light of their ability to buy and sell in world markets at the stated prices,
show on the same graph all combinations of the two goods it would be pos-
sible for them to consume.

ANS

WERS TO CONCEPT CHECHS =

2.1
Productivity in programming Productivity in bicycle repair
Pat 2 Web page updates per hour | repair per hour
Barb 3 Web page updates per hour 3 repairs per hour

The entries in the table tell us that Barb has an absolute advantage over Pat
in both activities. While Barb, the mechanic, can update 3 Web pages per
hour, Pat, the programmer, can update only 2. Barb’s absolute advantage over
Pat is even greater in the task of fixing bikes—3 repairs per hour versus Pat’s 1.

But as in the second example in this chapter, the fact that Barb is a better
programmer than Pat does not imply that Barb should update her own Web
page. Barb’s opportunity cost of updating a Web page is 1 bicycle repair,
whereas Pat must give up only half a repair to update a Web page. Pat has a
comparative advantage over Barb at programming and Barb has a compara-
tive advantage over Pat at bicycle repair. (LO1)

*Problems marked with an asterisk (*) are more difficult.



2.2

2.3

2.4

ANSWERS TO CONCEPT CHECKS

In the accompanying graph, A (20 pounds per day of coffee, 4 pounds per
day of nuts) is unattainable; B (12 pounds per day of coffee, 6 pounds per
day of nuts) is both attainable and efficient; and C (4 pounds per day of cof-
fee, 8 pounds per day of nuts) is attainable and inefficient. (LO3)

12

Coffee (pounds/day)

SN

0 468 12
Nuts (pounds/day)

Susan’s opportunity cost of gathering a pound of nuts is now % pound of cof-
fee and Tom’s opportunity cost of gathering a pound of nuts is now only
1 pound of coffee. So Tom has a comparative advantage at picking coffee and
Susan has a comparative advantage at gathering nuts. (LO3)

Since Tom can produce five times as many pounds of nuts in an hour as
pounds of coffee, to produce equal quantities of each, he must spend 5 hours
picking coffee for every hour he devotes to gathering nuts. And since he
works a 6-hour day, that means spending 5 hours picking coffee and 1 hour
gathering nuts. Dividing his time in this way, he will end up with 5 pounds of
each good. Similarly, if she is to produce equal quantities of each good, Susan
must spend 5 hours gathering nuts and 1 hour picking coffee. So she too pro-
duces 5 pounds of each good if she divides her 6-hour day in this way. Their
combined daily production will thus be 10 pounds of each good. By working
together and specializing, however, they can produce and consume a total of
30 pounds per day of each good. (LO1)
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After reading this chapter,

you should be able to:

I. Describe how the de-
mand curve summarizes

I d D d the behavior of buyers
u P P y a n e m a n in the marketplace.
. Describe how the supply
curve summarizes the
he stock of foodstuffs on hand at any moment in New York City’s gro- behavior of sellers in the
T cery stores, restaurants, and private kitchens is sufficient to feed the area’s marketplace.

10 million residents for at most a week or so. Since most of these resi-
dents have nutritionally adequate and highly varied diets, and since almost no food

Describe how the supply

is produced within the city proper, provisioning New York requires that millions of and demand curves
pounds of food and drink be delivered to locations throughout the city each day. interact to determine

No doubt many New Yorkers, buying groceries at their favorite local mar- equilibrium price and
kets or eating at their favorite Italian restaurants, give little or no thought to the quantity.

nearly miraculous coordination of people and resources required to feed city
residents on a daily basis. But near-miraculous it is, nevertheless. Even if the sup-
plying of New York City consisted only of transporting a fixed collection of
foods to a given list of destinations each day, it would be quite an impressive prices and quantities to
operation, requiring at least a small (and well-managed) army to carry out. change.

Yet the entire process is astonishingly more complex than that. For example,
the system must somehow ensure that not only enough food is delivered to sat-
isfy New Yorkers’ discriminating palates, but also the 7ight kinds of food. There
mustn’t be too much pheasant and not enough smoked eel; or too much bacon
and not enough eggs; or too much caviar and not enough canned tuna; and so
on. Similar judgments must be made within each category of food and drink: goal because when the
There must be the right amount of Swiss cheese and the right amounts of provo- economic pie grows
lone, gorgonzola, and feta. larger, everyone can

But even this doesn’t begin to describe the complexity of the decisions and have a larger slice.
actions required to provide our nation’s largest city with its daily bread. Someone
has to decide where each particular type of food gets produced, and how, and by
whom. Someone must decide how much of each type of food gets delivered to
each of the tens of thousands of restaurants and grocery stores in the city. (also called “The No-
Someone must determine whether the deliveries should be made in big trucks or , Cash-on-the-Table

How shifts in supply and
demand curves cause

Explain and apply The
Efficiency Principle,
which says that efficiency
is an important social

Explain and apply The
Equilibrium Principle

small ones, arrange that the trucks be in the right place at the right time, and Principle”), which says

ensure that gasoline and qualified drivers be available. that a market in equilib-
Thousands of individuals must decide what role, if any, they will play in this rium leaves no unex-

collective effort. Some people—just the right number—must choose to drive ploited opportunities for

food-delivery trucks rather than trucks that deliver lumber. Others—again, just
the right number—must become the mechanics who fix these trucks rather than
carpenters who build houses. Others must become farmers rather than archi-
tects or bricklayers. Still others must become chefs in upscale restaurants, or flip
burgers at McDonald’s, instead of becoming plumbers or electricians.

individuals but may not
exploit all gains achievable
through collective action.
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Why does New York City’s food
distribution system work so
much better than its housing
market?

Yet despite the almost incomprehensible number and complexity of the tasks
involved, somehow the supplying of New York City manages to get done remark-
ably smoothly. Oh, a grocery store will occasionally run out of flank steak or a
diner will sometimes be told that someone else has just ordered the last serving of
roast duck. But if episodes like these stick in memory, it is only because they are
rare. For the most part, New York’s food delivery system—Ilike that of every other
city in the country—functions so seamlessly that it attracts virtually no notice.

The situation is strikingly different in New York City’s rental housing market.
According to one estimate, the city needs between 20,000 and 40,000 new housing
units each year merely to keep up with population growth and to replace existing
housing that is deteriorated beyond repair. The actual rate of new construction in
the city, however, is only 6,000 units per year. As a result, America’s most densely
populated city has been experiencing a protracted housing shortage. Yet, para-
doxically, in the midst of this shortage, apartment houses are being demolished;
and in the vacant lots left behind, people from the neighborhoods are planting
flower gardens!

New York City is experiencing not only a growing shortage of
rental housing, but also chronically strained relations between land-
lords and tenants. In one all-too-typical case, for example, a photog-
rapher living in a loft on the Lower East Side waged an eight-year
court battle with his landlord that generated literally thousands of
pages of legal documents. “Once we put up a doorbell for ourselves,”
the photographer recalled, “and [the landlord] pulled it out, so we
pulled out the wires to his doorbell.”! The landlord, for his part, ac-
cused the photographer of obstructing his efforts to renovate the
apartment. According to the landlord, the tenant preferred for the
apartment to remain in substandard condition since that gave him
an excuse to withhold rent payments.

Same city, two strikingly different patterns: In the food industry,
goods and services are available in wide variety and people (at least
those with adequate income) are generally satisfied with what they
receive and the choices available to them. In contrast, in the rental
housing industry, chronic shortages and chronic dissatisfaction are
rife among both buyers and sellers. Why this difference?

The brief answer is that New York City relies on a complex sys-
tem of administrative rent regulations to allocate housing units but
leaves the allocation of food essentially in the hands of market
forces—the forces of supply and demand. Although intuition might
suggest otherwise, both theory and experience suggest that the seem-
ingly chaotic and unplanned outcomes of market forces, in most
cases, can do a better job of allocating economic resources than can
(for example) a government agency, even if the agency has the best
of intentions.

In this chapter we’ll explore how markets allocate food, hous-
ing, and other goods and services, usually with remarkable effi-
ciency despite the complexity of the tasks. To be sure, markets are
by no means perfect, and our stress on their virtues is to some ex-
tent an attempt to counteract what most economists view as an
underappreciation by the general public of their remarkable
strengths. But, in the course of our discussion, we’ll see why mar-
kets function so smoothly most of the time and why bureaucratic
rules and regulations rarely work as well in solving complex eco-
nomic problems.

© Robert Brenner/Photo Edit

© Joseph Sohm/Visions of America/Corbis

'Quoted by John Tierney, “The Rentocracy: At the Intersection of Supply and Demand,” New York
Times Magazine, May 4, 1997, p. 39.
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To convey an understanding of how markets work is a major goal of this course,
and in this chapter we provide only a brief introduction and overview. As the course
proceeds, we will discuss the economic role of markets in considerably more detail,
paying attention to some of the problems of markets as well as their strengths.

WHAT, HOW, AND FORWHOM? CENTRAL
PLANNING VERSUS THE MARKET

No city, state, or society—regardless of how it is organized—can escape the need to
answer certain basic economic questions. For example, how much of our limited
time and other resources should we devote to building housing, how much to the
production of food, and how much to providing other goods and services? What
techniques should we use to produce each good? Who should be assigned to each
specific task? And how should the resulting goods and services be distributed
among people?

In the thousands of different societies for which records are available, issues
like these have been decided in essentially one of two ways. One approach is for all
economic decisions to be made centrally, by an individual or small number of indi-
viduals on behalf of a larger group. For example, in many agrarian societies
throughout history, families or other small groups consumed only those goods and
services that they produced for themselves and a single clan or family leader made
most important production and distribution decisions. On an immensely larger
scale, the economic organization of the former Soviet Union (and other communist
countries) was also largely centralized. In so-called centrally planned communist
nations, a central bureaucratic committee established production targets for the
country’s farms and factories, developed a master plan for how to achieve the tar-
gets (including detailed instructions concerning who was to produce what), and set
up guidelines for the distribution and use of the goods and services produced.

Neither form of centralized economic organization is much in evidence today.
When implemented on a small scale, as in a self-sufficient family enterprise, cen-
tralized decision making is certainly feasible. For the reasons discussed in the pre-
ceding chapter, however, the jack-of-all-trades approach was doomed once it
became clear how dramatically people could improve their living standards by
specialization—that is, by having each individual focus his or her efforts on a rela-
tively narrow range of tasks. And with the fall of the Soviet Union and its satellite
nations in the late 1980s, there are now only three communist economies left in the
world: Cuba, North Korea, and China. The first two of these appear to be on their
last legs, economically speaking, and China has largely abandoned any attempt to
control production and distribution decisions from the center. The major remain-
ing examples of centralized allocation and control now reside in the bureaucratic
agencies that administer programs like New York City’s rent controls—programs
that are themselves becoming increasingly rare.

At the beginning of the twenty-first century, we are therefore left, for the most
part, with the second major form of economic system, one in which production
and distribution decisions are left to individuals interacting in private markets. In
the so-called capitalist, or free-market, economies, people decide for themselves
which careers to pursue and which products to produce or buy. In fact, there are no
pure free-market economies today. Modern industrial countries are more properly
described as “mixed economies.” Their goods and services are allocated by a com-
bination of free markets, regulation, and other forms of collective control. Still, it
makes sense to refer to such systems as free-market economies because people are
for the most part free to start businesses, shut them down, or sell them. And within
broad limits, the distribution of goods and services is determined by individual
preferences backed by individual purchasing power, which in most cases comes
from the income people earn in the labor market.
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market the market for any
good consists of all buyers and

sellers of that good

Why do Pablo Picasso’s paintings sell for so much

more than Jackson Pollock’s?

In country after country, markets have replaced centralized control for the
simple reason that they tend to assign production tasks and consumption benefits
much more effectively. The popular press, and the conventional wisdom, often as-
sert that economists disagree about important issues. (As someone once quipped,
“If you lay all the economists in the world end to end, they still wouldn’t reach a
conclusion.”) The fact is, however, that there is overwhelming agreement among
economists about a broad range of issues. A substantial majority believes that mar-
kets are the most effective means for allocating society’s scarce resources. For ex-
ample, a recent survey found that more than 90 percent of American professional
economists believe that rent regulations like the ones implemented by New York
City do more harm than good. That the stated aim of these regulations—to make
rental housing more affordable for middle- and low-income families—is clearly
benign was not enough to prevent them from wreaking havoc on New York City’s
housing market. To see why, we must explore how goods and services are allocated
in private markets, and why nonmarket means of allocating goods and services
often do not produce the expected results.

BUYERS AND SELLERS IN MARKETS

Beginning with some simple concepts and definitions, we will explore how the inter-
actions among buyers and sellers in markets determine the prices and quantities of
the various goods and services traded. We begin by defining a market: The market
for any good consists of all the buyers and sellers of that good. So, for example,
the market for pizza on a given day in a given place is just the set of
people (or other economic actors such as firms) potentially able to
buy or sell pizza at that time and location.

In the market for pizza, sellers comprise the individuals and
companies that either do sell—or might, under the right circum-
stances, sell—pizza. Similarly, buyers in this market include all
individuals who buy—or might buy—pizza.

In most parts of the country, a decent pizza can still be had for
less than $10. Where does the market price of pizza come from?
Looking beyond pizza to the vast array of other goods that are
bought and sold every day, we may ask, “Why are some goods
cheap and others expensive?” Aristotle had no idea. Nor did Plato,
or Copernicus, or Newton. On reflection, it is astonishing that, for
almost the entire span of human history, not even the most intelli-
gent and creative minds on Earth had any real inkling of how to
answer that seemingly simple question. Even Adam Smith, the Scot-
tish moral philosopher whose Wealth of Nations launched the dis-
cipline of economics in 1776, suffered confusion on this issue.

Smith and other early economists (including Karl Marx) thought

that the market price of a good was determined by its cost of pro-
duction. But although costs surely do affect prices, they cannot ex-
plain why one of Pablo Picasso’s paintings sells for so much more
than one of Jackson Pollock’s.

Stanley Jevons and other nineteenth-century economists tried
to explain price by focusing on the value people derived from con-
suming different goods and services. It certainly seems plausible
that people will pay a lot for a good they value highly. Yet willing-
ness to pay cannot be the whole story, either. Deprive a person in
the desert of water, for example, and he will be dead in a matter of
hours, and yet water sells for less than a penny a gallon. By con-
trast, human beings can get along perfectly well without gold, and
yet gold sells for more than $1,000 an ounce.

Superstock. © 2008 Estate of Pablo Picasso/Artists Rights Society (ARS), New York

© Francis G. Mayer/Corbis. © The Pollock-Krasner
Foundation/Artist Rights Society (ARS), New York
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Cost of production? Value to the user? Which is it? The answer, which seems
obvious to today’s economists, is that both matter. Writing in the late nineteenth
century, the British economist Alfred Marshall was among the first to show clearly
how costs and value interact to determine both the prevailing market price for a
good and the amount of it that is bought and sold. Our task in the pages ahead will
be to explore Marshall’s insights and gain some practice in applying them. As a
first step, we introduce the two main components of Marshall’s pathbreaking anal-
ysis: the demand curve and the supply curve.

THE DEMAND CURVE

In the market for pizza, the demand curve for pizza is a simple schedule or graph
that tells us how many slices people would be willing to buy at different prices. By
convention, economists usually put price on the vertical axis of the demand curve
and quantity on the horizontal axis.

A fundamental property of the demand curve is that it is downward-sloping
with respect to price. For example, the demand curve for pizza tells us that as the
price of pizza falls, buyers will buy more slices. Thus, the daily demand curve for
pizza in Chicago on a given day might look like the curve seen in Figure 3.1. (Al-
though economists usually refer to demand and supply “curves,” we often draw
them as straight lines in examples.)

The demand curve in Figure 3.1 tells us that when the price of pizza is low—
say $2 per slice—buyers will want to buy 16,000 slices per day, whereas they will
want to buy only 12,000 slices at a price of $3 and only 8,000 at a price of $4. The
demand curve for pizza—as for any other good—slopes downward for multiple
reasons. Some have to do with the individual consumer’s reactions to price changes.
Thus, as pizza becomes more expensive, a consumer may switch to chicken sand-
wiches, hamburgers, or other foods that substitute for pizza. This is called the
substitution effect of a price change. In addition, a price increase reduces the quan-
tity demanded because it reduces purchasing power: A consumer simply can’t af-
ford to buy as many slices of pizza at higher prices as at lower prices. This is called
the income effect of a price change.

Another reason the demand curve slopes downward is that consumers differ in
terms of how much they are willing to pay for the good. The Cost-Benefit Principle
tells us that a given person will buy the good if the benefit he expects to receive
from it exceeds its cost. The benefit is the buyer’s reservation price, the highest dol-
lar amount he would be willing to pay for the good. The cost of the good is the
actual amount that the buyer actually must pay for it, which is the market price of
the good. In most markets, different buyers have different reservation prices. So,

Price ($/slice)

Demand

0 8 12 16
Quantity (1,000s of slices/day)

demand curve a schedule or
graph showing the quantity of a
good that buyers wish to buy at
each price

substitution effect the change in
the quantity demanded of a good
that results because buyers switch
to or from substitutes when the
price of the good changes

income effect the change in the
quantity demanded of a good
that results because a change in
the price of a good changes the
buyer’s purchasing power

( ) Cost-Benefit

buyer’s reservation price the
largest dollar amount the buyer
would be willing to pay for a good

FIGURE 3.1

The Daily Demand Curve
for Pizza in Chicago.

The demand curve for any
good is a downward-sloping
function of its price.
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supply curve a graph or

schedule showing the quantity

of a good that sellers wish to

sell at each price

Increasing
Opportunity Cost
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when the good sells for a high price, it will satisfy the cost-benefit test for fewer
buyers than when it sells for a lower price.

To put this same point another way, the fact that the demand curve for a
good is downward-sloping reflects the fact that the reservation price of the mar-
ginal buyer declines as the quantity of the good bought increases. Here the mar-
ginal buyer is the person who purchases the last unit of the good sold. If buyers
are currently purchasing 12,000 slices of pizza a day in Figure 3.1, for example,
the reservation price for the buyer of the 12,000th slice must be $3. (If someone
had been willing to pay more than that, the quantity demanded at a price of $3
would have been more than 12,000 to begin with.) By similar reasoning, when
the quantity sold is 16,000 slices per day, the marginal buyer’s reservation price
must be only $2.

We defined the demand curve for any good as a schedule telling how much
of it consumers wish to purchase at various prices. This is called the horizontal
interpretation of the demand curve. Using the horizontal interpretation, we start
with price on the vertical axis and read the corresponding quantity demanded
on the horizontal axis. Thus, at a price of $4 per slice, the demand curve in
Figure 3.1 tells us that the quantity of pizza demanded will be 8,000 slices
per day.

The demand curve also can be interpreted in a second way, which is to start
with quantity on the horizontal axis and then read the marginal buyer’s reservation
price on the vertical axis. Thus, when the quantity of pizza sold is 8,000 slices per
day, the demand curve in Figure 3.1 tells us that the marginal buyer’s reservation
price is $4 per slice. This second way of reading the demand curve is called the
vertical interpretation.

CONCEPT CHECK 3.1

In Figure 3.1, what is the marginal buyer’s reservation price when the quantity of pizza
sold is 10,000 slices per day! For the same demand curve, what will be the quantity of
pizza demanded at a price of $2.50 per slice?

THE SUPPLY CURVE

In the market for pizza, the supply curve is a simple schedule or graph that tells us,
for each possible price, the total number of slices that all pizza vendors would be
willing to sell at that price. What does the supply curve of pizza look like? The
answer to this question is based on the logical assumption that suppliers should be
willing to sell additional slices as long as the price they receive is sufficient to cover
their opportunity cost of supplying them. Thus, if what someone could earn by sell-
ing a slice of pizza is insufficient to compensate her for what she could have earned
if she had spent her time and invested her money in some other way, she will not
sell that slice. Otherwise, she will.

Just as buyers differ with respect to the amounts they are willing to pay for
pizza, sellers also differ with respect to their opportunity cost of supplying pizza.
For those with limited education and work experience, the opportunity cost of sell-
ing pizza is relatively low (because such individuals typically do not have a lot of
high-paying alternatives). For others, the opportunity cost of selling pizza is of
moderate value, and for still others—Tlike rock stars and professional athletes—it is
prohibitively high. In part because of these differences in opportunity cost among
people, the daily supply curve of pizza will be upward-sloping with respect to price.
As an illustration, see Figure 3.2, which shows a hypothetical supply curve for
pizza in the Chicago market on a given day.

The fact that the supply curve slopes upward may be seen as a consequence of
the Low-Hanging-Fruit Principle, discussed in the preceding chapter. This principle
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tells us that as we expand the production of pizza, we turn first to those whose
opportunity cost of producing pizza is lowest, and only then to others with a higher
opportunity cost.

Like the demand curve, the supply curve can be interpreted either horizontally
or vertically. Under the horizontal interpretation, we begin with a price, then go
over to the supply curve to read the quantity that sellers wish to sell at that price
on the horizontal axis. For instance, at a price of $2 per slice, sellers in Figure 3.2
wish to sell 8,000 slices per day.

Under the vertical interpretation, we begin with a quantity, then go up to the
supply curve to read the corresponding marginal cost on the vertical axis. Thus, if
sellers in Figure 3.2 are currently supplying 12,000 slices per day, the opportunity
cost of the marginal seller is $3 per slice. In other words, the supply curve tells us
that the marginal cost of producing the 12,000th slice of pizza is $3. (If someone
could produce a 12,001st slice for less than $3, she would have an incentive to sup-
ply it, so the quantity of pizza supplied at $3 per slice would not have been 12,000
slices per day to begin with.) By similar reasoning, when the quantity of pizza sup-
plied is 16,000 slices per day, the marginal cost of producing another slice must be
$4. The seller’s reservation price for selling an additional unit of a good is her mar-
ginal cost of producing that good. It is the smallest dollar amount for which she
would not be worse off if she sold an additional unit.

CONCEPT CHECK 3.2

In Figure 3.2, what is the marginal cost of a slice of pizza when the quantity of pizza
sold is 10,000 slices per day? For the same supply curve, what will be the quantity of
pizza supplied at a price of $3.50 per slice?

RECAP DEMAND AND SUPPLY CURVES

The market for a good consists of the actual and potential buyers and sellers
of that good. For any given price, the demand curve shows the quantity that
demanders would be willing to buy and the supply curve shows the quantity
that suppliers of the good would be willing to sell. Suppliers are willing to sell
more at higher prices (supply curves slope upward) and demanders are willing
to buy less at higher prices (demand curves slope downward).

FIGURE 3.2

The Daily Supply Curve
of Pizza in Chicago.

At higher prices, sellers
generally offer more units
for sale.

seller’s reservation price the
smallest dollar amount for which
a seller would be willing to sell
an additional unit, generally
equal to marginal cost
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equilibrium a balanced or
unchanging situation in which all
forces at work within a system
are canceled by others

equilibrium price and
equilibrium quantity the
values of price and quantity for
which quantity supplied and
quantity demanded are equal

market equilibrium occurs in
a market when all buyers and
sellers are satisfied with their
respective quantities at the
market price

FIGURE 3.3

The Equilibrium Price
and Quantity of Pizza

in Chicago.

The equilibrium quantity and
price of a product are the
values that correspond to
the intersection of the supply
and demand curves for that
product.

MARKET EQUILIBRIUM

The concept of equilibrium is employed in both the physical and social sciences,
and it is of central importance in economic analysis. In general, a system is in equi-
librium when all forces at work within the system are canceled by others, resulting
in a balanced or unchanging situation. In physics, for example, a ball hanging from
a spring is said to be in equilibrium when the spring has stretched sufficiently that
the upward force it exerts on the ball is exactly counterbalanced by the downward
force of gravity. In economics, a market is said to be in equilibrium when no par-
ticipant in the market has any reason to alter his or her behavior, so that there is no
tendency for production or prices in that market to change.

If we want to determine the final position of a ball hanging from a spring, we
need to find the point at which the forces of gravity and spring tension are bal-
anced and the system is in equilibrium. Similarly, if we want to find the price at
which a good will sell (which we will call the equilibrium price) and the quantity of
it that will be sold (the equilibrium quantity), we need to find the equilibrium in
the market for that good. The basic tools for finding the equilibrium in a market
for a good are the supply and demand curves for that good. For reasons we will
explain, the equilibrium price and equilibrium quantity of a good are the price and
quantity at which the supply and demand curves for the good intersect. For the
hypothetical supply and demand curves shown earlier for the pizza market in
Chicago, the equilibrium price will therefore be $3 per slice, and the equilibrium
quantity of pizza sold will be 12,000 slices per day, as shown in Figure 3.3.

Note that at the equilibrium price of $3 per slice, both sellers and buyers are “satis-
fied” in the following sense: Buyers are buying exactly the quantity of pizza they wish
to buy at that price (12,000 slices per day) and sellers are selling exactly the quantity of
pizza they wish to sell (also 12,000 slices per day). And since they are satisfied in this
sense, neither buyers nor sellers face any incentives to change their behavior.

Note the limited sense of the term “satisfied” in the definition of market equi-
librium. It doesn’t mean that sellers would not be pleased to receive a price higher
than the equilibrium price. Rather, it means only that they’re able to sell all they
wish to sell at that price. Similarly, to say that buyers are satisfied at the equilib-
rium price doesn’t mean that they would not be happy to pay less than that price.
Rather, it means only that they’re able to buy exactly as many units of the good as
they wish to at the equilibrium price.

Note also that if the price of pizza in our Chicago market were anything other
than $3 per slice, either buyers or sellers would be frustrated. Suppose, for example,
that the price of pizza were $4 per slice, as shown in Figure 3.4. At that price, buyers
wish to buy only 8,000 slices per day, but sellers wish to sell 16,000. And since no
one can force someone to buy a slice of pizza against her wishes, this means that
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buyers will buy only the 8,000 slices they wish to buy. So when price exceeds the
equilibrium price, it is sellers who end up being frustrated. At a price of $4 in this
example, they are left with an excess supply of 8,000 slices per day.

Conversely, suppose that the price of pizza in our Chicago market were less
than the equilibrium price—say, $2 per slice. As shown in Figure 3.5, buyers want
to buy 16,000 slices per day at that price, whereas sellers want to sell only 8,000.
And since sellers cannot be forced to sell pizza against their wishes, this time it is
the buyers who end up being frustrated. At a price of $2 per slice in this example,
they experience an excess demand of 8,000 slices per day.

An extraordinary feature of private markets for goods and services is their auto-
matic tendency to gravitate toward their respective equilibrium prices and quantities.
This tendency is a simple consequence of the Incentive Principle. The mechanisms by
which the adjustment happens are implicit in our definitions of excess supply and ex-
cess demand. Suppose, for example, that the price of pizza in our hypothetical market
was $4 per slice, leading to excess supply as shown in Figure 3.4. Because sellers are
frustrated in the sense of wanting to sell more pizza than buyers wish to buy, sellers
have an incentive to take whatever steps they can to increase their sales. The simplest
strategy available to them is to cut their price slightly. Thus, if one seller reduced his
price from $4 to, say, $3.95 per slice, he would attract many of the buyers who had
been paying $4 per slice for pizza supplied by other sellers. Those sellers, in order to
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FIGURE 3.4

Excess Supply.

When price exceeds
equilibrium price, there is
excess supply, or surplus, the
difference between quantity
supplied and quantity
demanded.

excess supply the amount by
which quantity supplied exceeds
quantity demanded when the
price of a good exceeds the
equilibrium price

excess demand the amount
by which quantity demanded
exceeds quantity supplied when
the price of a good lies below
the equilibrium price

Incentive

O

FIGURE 3.5

Excess Demand.

When price lies below
equilibrium price, there is
excess demand, the difference
between quantity demanded
and quantity supplied.
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EXAMPLE 3.1

FIGURE 3.6

Graphing Supply and
Demand and Finding
Equilibrium Price and
Quantity.

To graph the demand and
supply curves, plot the
relevant points given in the
table and then join them
with a line. Equilibrium price
and quantity occur at the
intersection of these curves.

recover their lost business, would then have an incentive to match the price cut. But
notice that if all sellers lowered their prices to $3.95 per slice, there would still be con-
siderable excess supply. So sellers would face continuing incentives to cut their prices.
This pressure to cut prices will not go away until prices fall all the way to $3 per slice.

Conversely, suppose that price starts out less than the equilibrium price—say,
$2 per slice. This time it is buyers who are frustrated. A person who can’t get all the
pizza he wants at a price of $2 per slice has an incentive to offer a higher price,
hoping to obtain pizza that would otherwise have been sold to other buyers. And
sellers, for their part, will be only too happy to post higher prices as long as queues
of frustrated buyers remain.

The upshot is that price has a tendency to gravitate to its equilibrium level
under conditions of either excess supply or excess demand. And when price reaches
its equilibrium level, both buyers and sellers are satisfied in the technical sense of
being able to buy or sell precisely the amounts of their choosing.

Market Equilibrium

Samples of points on the demand and supply curves of a pizza market are pro-
vided in Table 3.1. Graph the demand and supply curves for this market and find
its equilibrium price and quantity.

TABLE 3.1
Points along the Demand and Supply Curves of a Pizza Market

Demand for Pizza Supply of Pizza

Price Quantity demanded Price Quantity supplied
($/slice) (1,000s of slices/day) ($/slice) (1,000s of slices/day)
I 8 | 2
2 6 2 4
3 4 3 6
4 2 4 8

The points in the table are plotted in Figure 3.6 and then joined to indicate the
supply and demand curves for this market. These curves intersect to yield an equi-
librium price of $2.50 per slice and an equilibrium quantity of 5,000 slices per day.
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We emphasize that market equilibrium does not necessarily produce an ideal
outcome for all market participants. Thus, Example 3.1, market participants are
satisfied with the amount of pizza they buy and sell at a price of $2.50 per slice,
but for a poor buyer this may signify little more than that he can’t buy additional
pizza without sacrificing other more highly valued purchases.

Indeed, buyers with extremely low incomes often have difficulty purchasing
even basic goods and services, which has prompted governments in almost every
society to attempt to ease the burdens of the poor. Yet the laws of supply and de-
mand cannot simply be repealed by an act of the legislature. In the next section, we
will see that when legislators attempt to prevent markets from reaching their equi-
librium prices and quantities, they often do more harm than good. Fortunately,
there are other, more effective, ways of providing assistance to needy families.

RENT CONTROLS RECONSIDERED

Consider again the market for rental housing units in New York City and suppose
that the demand and supply curves for one-bedroom apartments are as shown in
Figure 3.7. This market, left alone, would reach an equilibrium monthly rent of
$1,600, at which 2 million one-bedroom apartments would be rented. Both land-
lords and tenants would be satisfied, in the sense that they would not wish to rent
either more or fewer units at that price.

This would not necessarily mean, of course, that all is well and good. Many
potential tenants, for example, might simply be unable to afford a rent of $1,600
per month and thus be forced to remain homeless (or to move out of the city to a
cheaper location). Suppose that, acting purely out of benign motives, legislators
made it unlawful for landlords to charge more than $800 per month for one-
bedroom apartments. Their stated aim in enacting this law was that no person
should have to remain homeless because decent housing was unaffordable.

But note in Figure 3.8 that when rents for one-bedroom apartments are prevented
from rising above $800 per month, landlords are willing to supply only 1 million
apartments per month, 1 million fewer than at the equilibrium monthly rent of
$1,600. Note also that at the controlled rent of $800 per month, tenants want to
rent 3 million one-bedroom apartments per month. (For example, many people
who would have decided to live in New Jersey rather than pay $1,600 a month in
New York will now choose to live in the city.) So when rents are prevented from
rising above $800 per month, we see an excess demand for one-bedroom apart-
ments of 2 million units each month. Put another way, the rent controls result in a
housing shortage of 2 million units each month. What is more, the number of
apartments actually available declines by 1 million units per month.
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FIGURE 3.7

An Unregulated Housing
Market.

For the supply and demand
curves shown, the equilibrium
monthly rent is $1,600 and

2 million apartments will be
rented at that price.
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FIGURE 3.8

Rent Controls.

When rents are prohibited
from rising to the equilibrium
level, the result is excess
demand in the housing
market.
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If the housing market were completely unregulated, the immediate response to
such a high level of excess demand would be for rents to rise sharply. But here the law
prevents them from rising above $800. Many other ways exist, however, in which
market participants can respond to the pressures of excess demand. For instance,
owners will quickly learn that they are free to spend less on maintaining their rental
units. After all, if there are scores of renters knocking at the door of each vacant apart-
ment, a landlord has considerable room to maneuver. Leaking pipes, peeling paint,
broken furnaces, and other problems are less likely to receive prompt attention—or,
indeed, any attention at all—when rents are set well below market-clearing levels.

Nor are reduced availability of apartments and poorer maintenance of existing
apartments the only difficulties. With an offering of only 1 million apartments per
month, we see in Figure 3.8 that there are renters who would be willing to pay as much
as $2,400 per month for an apartment. As the Incentive Principle suggests, this pres-
sure will almost always find ways, legal or illegal, of expressing itself. In New York
City, for example, it is not uncommon to see “finder’s fees” or “key deposits” as high as
several thousand dollars. Owners who cannot charge a market-clearing rent for their
apartments also have the option of converting them to condominiums or co-ops, which
enables them to sell their assets for prices much closer to their true economic value.

Even when rent-controlled apartment owners do not hike their prices in these
various ways, serious misallocations result. For instance, ill-suited roommates of-
ten remain together despite their constant bickering because each is reluctant to
reenter the housing market. Or a widow might steadfastly remain in her seven-
room apartment even after her children have left home because it is much cheaper
than alternative dwellings not covered by rent control. It would be much better for
all concerned if she relinquished that space to a larger family that valued it more
highly. But under rent controls, she has no economic incentive to do so.

There is also another more insidious cost of rent controls. In markets without
rent controls, landlords cannot discriminate against potential tenants on the basis
of race, religion, sexual orientation, physical disability, or national origin without
suffering an economic penalty. Refusal to rent to members of specific groups would
reduce the demand for their apartments, which would mean having to accept lower
rents. When rents are artificially pegged below their equilibrium level, however, the
resulting excess demand for apartments enables landlords to engage in discrimina-
tion with no further economic penalty.

Rent controls are not the only instance in which governments have attempted
to repeal the law of supply and demand in the interest of helping the poor. During
the late 1970s, for example, the federal government tried to hold the price of gaso-
line below its equilibrium level out of concern that high gasoline prices imposed



unacceptable hardships on low-income drivers. As with controls in the rental hous-
ing market, unintended consequences of price controls in the gasoline market made
the policy an extremely costly way of trying to aid the poor. For example, gasoline
shortages resulted in long lines at the pumps, a waste not only of valuable time, but
also of gasoline as cars sat idling for extended periods.

In their opposition to rent controls and similar measures, are economists re-
vealing a total lack of concern for the poor? Although this claim is sometimes
made by those who don’t understand the issues, or who stand to benefit in some
way from government regulations, there is little justification for it. Economists
simply realize that there are much more effective ways to belp poor people than to
try to give them apartments and other goods at artificially low prices.

One straightforward approach would be to give the poor additional income
and let them decide for themselves how to spend it. True, there are also practical
difficulties involved in transferring additional purchasing power into the hands of
the poor—most importantly, the difficulty of targeting cash to the genuinely needy
without weakening others’ incentives to fend for themselves. But there are practical
ways to overcome this difficulty. For example, for far less than the waste caused by
price controls, the government could afford generous subsidies to the wages of the
working poor and could sponsor public-service employment for those who are un-
able to find jobs in the private sector.

Regulations that peg prices below equilibrium levels have far-reaching effects on
market outcomes. The following concept check asks you to consider what happens
when a price control is established at a level above the equilibrium price.

CONCEPT CHECK 3.3

In the rental housing market whose demand and supply curves are shown below, what
will be the effect of a law that prevents rents from rising above $1,200 per month?
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PIZZA PRICE CONTROLS?

The sources of the contrast between the rent-controlled housing market and the
largely unregulated food markets in New York City can be seen more vividly by trying
to imagine what would happen if concern for the poor led the city’s leaders to imple-
ment price controls on pizza. Suppose, for example, that the supply and demand
curves for pizza are as shown in Figure 3.9 and that the city imposes a price ceiling of
$2 per slice, making it unlawful to charge more than that amount. At $2 per slice,
buyers want to buy 16,000 slices per day, but sellers want to sell only 8,000.
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price ceiling a maximum
allowable price, specified by law
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FIGURE 3.9

Price Controls in the
Pizza Market.

A price ceiling below the
equilibrium price of pizza
would result in excess
demand for pizza.
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At a price of $2 per slice, every pizza restaurant in the city will have long
queues of buyers trying unsuccessfully to purchase pizza. Frustrated buyers will
behave rudely to clerks, who will respond in kind. Friends of restaurant managers
will begin to get preferential treatment. Devious pricing strategies will begin to
emerge (such as the $2 slice of pizza sold in combination with a $5 cup of Coke).
Pizza will be made from poorer-quality ingredients. Rumors will begin to circulate
about sources of black-market pizza. And so on.

The very idea of not being able to buy a pizza seems absurd, yet precisely such
things happen routinely in markets in which prices are held below the equilibrium
levels. For example, prior to the collapse of communist governments, it was consid-
ered normal in those countries for people to stand in line for hours to buy bread
and other basic goods, while the politically connected had first choice of those
goods that were available.

RECAP MARKET EQUILIBRIUM

Market equilibrium, the situation in which all buyers and sellers are satisfied
with their respective quantities at the market price, occurs at the intersection
of the supply and demand curves. The corresponding price and quantity are
called the equilibrium price and the equilibrium quantity.

Unless prevented by regulation, prices and quantities are driven toward
their equilibrium values by the actions of buyers and sellers. If the price is ini-
tially too high, so that there is excess supply, frustrated sellers will cut their
price in order to sell more. If the price is initially too low, so that there is ex-
cess demand, competition among buyers drives the price upward. This process
continues until equilibrium is reached.

PREDICTING AND EXPLAINING CHANGES IN
PRICES AND QUANTITIES

If we know how the factors that govern supply and demand curves are changing, we
can make informed prediction